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INTRODUCTION LITERATURE REVIEW - 
STATE OF THE ART 

The purpose of this investigation was to observe and 
document the occurrence of deformation of homo- 
geneous cohesionless embankment models sub- 
jected to an idealized input motion. The 
displacements of the physical models were com- 
pared with the permanent displacements calculated 
by a mathematical computer model based on New- 
mark’s sliding block theory. The effectiveness of the 
analytical model in accurately predicting the perma- 
nent displacement of a physical model was evalu- 
ated. This study includes: 

1. A review of published methods used to com- 
pute permanent embankment displacement 
caused by dynamic loading 

2. A review of literature that summarizes labo- 
ratory shaking experiments using impact, ec- 
centrically driven low frequency, and hydraulic 
horizontal shaking tables 

3. A discussion of the embankment model setup 
and testing, and of the analytical deformation 
analysis performed 

4. Results of laboratory tests used to determine 
static shear strength and dynamic properties 
of materials used in the physical model study 

CONCLUSIONS 

Because the transverse length-to-height ratio of the 
models tested was 2: 1,30 to 15 inches (762 to 381 
mm), the restraining effects of the abutments influ- 
enced the resultant failure configuration. It would be 
necessary to increase the ratio to 4:l or greater to 
eliminate this effect. 

Because of the limited number of model tests and 
the variation ih test parameters, no meaningful sta- 
tistical correlation of test parameters could be made. 

The embankment displacement computed using the 
analytical model is sensitive to the selection of shear 
strength parameters p’, the angle of internal friction, 
and c’, the apparent cohesion. The angle of internal 
friction (p’) at very low normal stresses is uncertain. 
This points to the need to test in the centrifuge at 
higher stress levels. 

The effect of water in the form of capillary suction 
pressure (apparent cohesion) or excess pore pres- 
sure could only be estimated. 

The results of the analytical model did not agree with 
physical model test observations except when a fric- 
tion angle, p’, of about 45” was assumed. 

Stability of embankments under dynamic loading is 
a subject of great practical significance in geotech- 
nical engineering. In the past, the seismic safety of 
an embankment was evaluated by pseudostatic anal- 
ysis. By assuming an embankment experiences a 
constant lateral acceleration, the factor of safety of 
the embankment with respect to shear strength 
could be calculated from results of normal static 
slope stability analyses. 

The method of limit equilibrium is one form of static 
analysis that can be used in a pseudostatic evaluation 
of dynamic stability. The method of limit equilibrium 
satisfies all equations of static equilibrium and is gen- 
erally used in estimating the stability of natural slopes 
and embankment structures along potential slide sur- 
faces (Chugh, 1982 [l]‘). Numerical solution proce- 
dures used to account for deformation properties of 
materials are limited for slope stability problems. Pro- 
cedural limitations are due to (a) uncertainties in ma- 
terial properties determined under all stress and 
boundary conditions encountered in real soil struc- 
tures, and (b) the lack of a generalized soil model that 
can realistically consider load deformation properties 
of soil [l]. 

Recently, the use of static stability analysis tech- 
niques on embankments in seismically active areas 
has been found inadequate (Prakash, 1977 [2]; and 
Kutter, 1984 [3]). The essential link between static 
and dynamic slope stability analysis is the determi- 
nation of yield acceleration, which is defined as the 
threshold average acceleration for a slide mass above 
which permanent deformations occur. 

For dynamic slope stability analysis, several analyt- 
ical methods for computing permanent deformations 
have been proposed. Five methods that are com- 
monly used or have been proposed are (a) New- 
mark’s method [4], (b) Ambrasey’s method [5], (c) 
Makdisi and Seed’s method [6], (d) Wilson and 
Clough’s step-by-step integration method [7], and (e) 
Kutter’s modification to Newmark’s method, which 
uses a decoupling technique [3]. These methods are 
described in limited detail in this report. However, in- 
depth discussions of the approaches used to com- 
pute permanent deformations and their origins are 
found in the references cited. Portions of the follow- 
ing discussion were obtained from these references 
and from a paper by Shieh and Huang [8]. 

Newmark’s Method 

Newmark [4] has shown that the permanent displace- 
ment of a sliding mass relative to the base is the sum 

l Numbers in brackets refer to entries in the bibliography. 



of increments of displacement occurring during a 
number of individual pulses of ground motion. When- 
ever the ground acceleration exceeds the yield ac- 
celeration, sliding will occur along the failure plane, 
and the magnitude of the displacement is computed 
by double integration of the acceleration-time his- 
tory. By assuming resistance to sliding to be rigid- 
plastic and asymmetrical for an embankment that 
suffers a slope failure from seismic ground motions, 
the average earthquake-induced horizontal displace- 
ment, U,, is given by: 

lJ, = g&l - f) 
where: 

V = maximum ground velocity (LT-‘), 
A = maximum resistance coefficient 

(dimensionless), 

(1) 

N = maximum earthquake acceleration 
coefficient (dimensionless), and 

g = acceleration due to gravity (LT-2). 

The relative displacement will be permanent if no fur- 
ther motion occurs. Furthermore, freeboard loss, L, 
can be calculated using the following relationship: 

L = U,tanG (2) 

where 6 = the angle of the sliding plane with the 
horizontal (degrees). 

The Newmark charts (see fig. 1) for computing the 
permanent displacement were developed for nor- 
malized earthquakes with maximum acceleration of 
0.5 g and maximum velocity of 30 in/s (762 mm/s). 

I I Iy\IllII I I l~llll~ I . 
\ I’\ 1 M=Earthauake magnitude --f 

1 Inch=25.4mm 

hh5.2 to 6.0- 

0.01 0.05 0.10 0.5 5 

N MAXIMUM RESISTANCE COEFFICIENT 
x=MAXIMUM EARTHQUAKE ACCELERATION COEFFICIENf 

Figure 1. - Standardized maximum displacement for normalized earthquakes. After Newmark, 1965 [4]; from Shieh 
and Huang, 1981 [8]. 
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Ambrasey’s Method 

With respect to residual displacements in an earthfill 
dam, Ambrasey (1974) [5] developed an upper 
bound empirical equation for a crude evaluation of 
residual displacement. The equation is: 

log,& = 2.3 - 3.3 

where: 
U = residual displacement in centimeters 

u 
k, = critical acceleration needed to reduce 

the factor of safety to 1 (LT*), and 
k,,, = maximum input acceleration (LT*). 

Equation (3) is useful only for earthquake magnitudes, 
IM, less than 6.5; for 0.1 < (kc/k,,,) < 0.8; and for 
surfaces sloped less than 2: 1. 

Ambrasey also proposed the following equation to 
compute the critical acceleration: 

k, = 
tar@’ - tan/? 

1 + tar@’ tar@ 
(4) 

0 

0.2 

0.8 

where: 
#’ = effective angle of internal friction of 

the material (degrees), and 
p = slope angle of the dam (degrees). 

Equation (4) shows that k, is a function of the ge- 
ometry of the mass, soil properties, and static safety 
factor of the mass profile. 

Makdisi and Seed’s Method 

Procedures for computing deformations of earthfill 
dams during earthquakes have also been proposed 
by Makdisi and Seed (1978) [6]. Their proposed ap- 
proach is equivalent to Newmark’s approach except 
earthquake excitation is obtained from the dynamic 
response of the embankment using either shear- 
beam or finite element models. Makdisi and Seed’s 
method assumes perfectly elastoplastic soil behav- 
ior. Values of yield acceleration are functions of the 
embankment geometery, of the undrained shear 
strength of the material (or the reduced shear strength 
caused by shaking), and of the location of the potential 
sliding mass. The numerical application of this method 
can be carried out using figures 2 and 3. 

Alluvium 
foundation’ 

0 0.2 0.4 0.6 0.8 1.0 
5.l MAXIMUM ACCELERATION RATIO, o, 

Figure 2. - Average maximum acceleration ratio versus depth-to-height ratio of sliding 
mass. After Makdisi and Seed, 1978 [6], from Shieh and Huang, 1981 [8]. 
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Yield accelerations are obtained from the pseudo- 
static slope stability analyses. The basic steps re- 
wired in the computation are: 

a. Determine the yield acceleration from the 
pseudostatic stability analysis. 

sliding mass. In the ratio, k,,, is the average 
maximum acceleration of the sliding mass, and 
a,,, is the maximum crest acceleration. The ratio 
y/h is the ratio of the specific depth, y, of a 
potential mass to the embankment height, h. 

b. Determine the maximum acceleration ratio c. Evaluate the magnitude of U, the average nor- 
(k,/a,) from figure 2 for various depths of the malized displacement, from figure 3. 

10 
To= First natural period 
U =Displacement 
h=Sliding mass acceleration 
k =Yield acceleration 
tvl =Earthquake magnitude 

0 0.2 0.4 0.6 0.8 1.0 

ky 
km 

Figure 3. - Average normalized displacement versus normalized yield acceleration. After Makdisi and Seed, 1978 
[S]; from Shieh and Huang, 1981 [8]. 
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Wilson and Clough’s Step-by-Step Integration 
Method 

Wilson and Clough (1962) [7] have shown that the 
equilibrium of a single degree system at time t is 
expressed by the following equation for a viscous 
form of damping: 

where: 

a, + 2AwV, + w2X, = a, (5) 

X, = relative displacement of the system 
with respect to the foundation (L), 

V, = velocity of the system (LT-l), 
a, = acceleration of the system (LTm2), 
A = damping ratio (dimensionless), 
o = natural frequency in radians per sec- 

ond (T-l), and 
a, = ground acceleration (LT-*) 

The step-by-step solution of equation (6) proceeds 
as follows: The initial displacement, X0, the initial 
velocity, VO, and initial ground acceleration a , are 
given as the initial conditions of the problems” The 
initial system acceleration, a,, is obtained from equa- 
tion (6) as: 

a, = a 9, - 2)36lv, - 0*x, (6) 

The step-by-step response of the system is obtained 
by repeated application of several equations. During 
these applications, the sliding mass acceleration, arg, 
is compared with the yield acceleration, a,,. If a, 2 
a a,, is set equal to a,,,,. To simulate the gradual 
d&&ease in the shear strength of soil under dynamic 
loadings caused by pore-pressure building up when 
a, > a,,: 

a Y” = 6”a, 

where: 
a 

ym 
= maximum yield acceleration obtained 

from the pseudostatic ana!ysis of 
embankment (LT-‘), and 

S,, = shear strength reduction factor for 
the nth cycle (dimensionless). 

Permanent displacement was taken to be the differ- 
ence between displacement spectrum values of the 
nonlinear and linear systems. The basic steps re- 
quired in the computations are: 

a. Determine the yield acceleration from the 
pseudostatic stability analysis as proposed by 
Makdisi and Seed [6]. 

b. Determine the average maximum sliding mass 
acceleration k, from figure 2 as recommended 
by Makdisi and Seed [6]. 

c. Develop the acceleration and displacement 
spectrum curves from the step-by-step inte- 
gration of an earthquake record selected for 
the damsite. These curves for several exam- 
ples are shown on figures 4, 5, and 6. 

d. Draw a line horizontally at k,,, until it intersects 
the acceleration spectrum, and then draw a 
vertical line until it intersects the permanent 
displacement spectrum. The point of intersec- 
tion indicates the permanent displacement for 
the sliding mass (see figs. 4, 5, and 6). 

Kutter’s Decoupled Method 

An improved version of Newmark’s sliding block 
technique for prediction of permanent displacements 
has been developed from centrifuge testing. 

Makdisi and Seed [6], Franklin and Hynes-Griffin [9], 
Ambrasey and Krinitsky [lo], and others previously 
mentioned, have accounted for nonlinear and reso- 
nant effects by carrying out an elastic analysis before 
a rigid-plastic sliding block analysis. The embank- 
ment is first modeled as a visco-elastic shear beam 
or by finite elements. The visco-elastic model is sub- 
jected to design earthquake base motion, and the 
time history of strains and accelerations in the em- 
bankment are calculated. The visco-elastic prooer- 
ties used should be consistent with the level of 
strains predicted, so that proper selection of material 
orooerties for the analvsis is an iterative procedure 
i3].’ 

When the strain-compatible material properties have 
been determined, the acceleration history is calcu- 
lated using the visco-elastic model. 

Rigid-plastic sliding block analyses are then con- 
ducted to determine the permanent deformations of 
several trial wedges. The base acceleration input 
used in the rigid-plastic analyses is not the design 
bedrock motion; it is the elastically amplified motion 
calculated in the visco-elastic shear beam or finite 
element analysis [3]. 

The method of predicting permanent displacements 
is called decoupled analysis because the elastic anal- 
ysis is separated from the plastic analysis. The de- 
coupling is not rigorous because nonlinear problems 
do nor obey the principle of superposition. Lin [l l] 
has shown for a simple system of springs, dashpots, 
and sliders, that a decoupled analysis usually yields 
predictions within about a factor of 2 of the exact 
elastoplastic displacements. 

The rigid-plastic sliding block analysis proposed by 
Newmark [4] has been extended to include elastic 
and nonlinear effects. The elastoplastic model pa- 
rameters can be selected rationally so that the sliding 

5 
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- 

0.8 
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0 0.4 0.8 1.2 1.8 
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Finure 4. - Guri Main Dam permanent displacement and acceleration response spectrums. After Wilson and Clough, 
- 1962 [7]; from Shieh and Huang, 1981 [8]. 

block has the same yield acceleration as the em- 
bankment and a natural frequency equal to that of 
the first mode of the embankment during low-am- 
plitude oscillations. The degradation of shear mod- 
ulus and increase of damping with strain amplitude 
is reasonably approximated by the nonlinear visco- 
elastoplastic model. The validity of decoupling the 
elastic and plastic analyses need not be assumed, 
and no iterative procedure is required because the 
required soil properties do not depend on the inten- 
sity of the earthquake. 

The visco-elastoplastic response of a block on a 
slope can be calculated in an attempt to obtain im- 
proved predictions of permanent displacements. The 
sliding mass of an embankment resting on a wide 
shear band is simulated by a rigid block supported 
on an inclined plane by a nonlinear spring and dash- 
pot. 

During loading, a small nonlinearity has been incor- 
porated in the spring characteristic at loads below 

the shear strength. Unloading is assumed to be elas- 
tic with stiffness, S,. 

The spring characteristic during loading is described 
by: 

T 
-=l- l- 
T [ 

SAD - Do) 

rnax ET,,, 3 

E 
(8) 

for D - 0, < - 
S* 

T TrnJ 
- = l,forD- Do> - 

T ma.7 S* 
(9) 

where: 
T = spring force (I’MLT-~), 

T mm = maximum (perfect-plastic) spring 
force (MLT-2), 

S, = (elastic) tangent stiffness at T = 0 
(MT-2), 
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0 0.4 0.8 1.2. 1.6 
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Figure 5. - Guri Dike permanent displacement and acceleration response spectrums. 
After Wilson and Clough, 1962 [7]; from Shieh and Huang, 1981 [8]. 

0.6 

G 
0.4 ; 

0 
F 

E 

0.2 iii 

s 

0 

D = displacement (L), 
Do = displacement corresponding to the 

intersection of the load deforma- 
tion curve and the T = 0 axis (L), 
and 

E = exponent indicating the degree of 
nonlinearity (dimensionless). 

For E = 1, equations (8) and (9) describe a linear- 
elastic, perfect-plastic characteristic, respectively. 
For E = 2, equation (8) defines a parabola. A nor- 
malized plot of these equations is shown on figure 7. 

The analytical model has been used to predict the 
behavior of physical centrifuge models shaken during 
centrifugal flight using the bumpy road apparatus by 
Kutter [ 121. 

The beauty of sliding block models is their simplicity. 
Nonlinear and resonant effects can be accounted for 
and can be mentally visualized and easily understood. 

Experimental Research - Model Testing 

Prompted by the extensive damage caused by the 
1906 California earthquake, Professor F. J. Rogers 
(1906) [ 131 initiated an experimental investigation 
that he hoped would explain why greater earthquake 
destruction occurs in regions where the structural 
foundations are soft and not solid rock. 

Rogers’ shaking experiments with dry and wet sand 
were conducted using a lOOO- by 860- by 300-mm 

(40- by 34- by 12-inch) box mounted on a car with 
steel rollers. Rogers concluded that, for dry sand, 
acceleration with depth was uniform and the soil 
moved as a rigid unit over a large range of amplitudes 
and accelerations. However, as the moisture content 
of the sand increased, an increasing acceleration gra- 
dient was observed from bottom to top. 

The observation that test amplitude and acceleration 
increased or was magnified in wet sand enabled Rog- 
ers to investigate the greater intensity effects noted 
in specific regions during the 1906 earthquake. 

Jacobsen (1930) [ 141 built upon the work by Rogers 
by measuring soil displacements at several heights, 
using Monterey Sand with moisture contents that 
varied from dry to saturated. Jacobsen observed that 
two types of vibrations occur in sand subject to sim- 
ple harmonic motion: 

a. Using partially saturated soil, the entire sand 
bed moved in phase with the base when the 
ground motion was not too violent (exhibiting 
simple elastic vibration). 

b. At moisture contents approaching saturation, 
a chaotic motion of the sand occurred begin- 
ning at the top of the bed, and harmonic motion 
was not achieved. The motion observed was 
pseudo-elastic vibration in which the shearing 
rigidity of the sand was no longer in the elastic 
range. 
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Figure 6. - La Honda Dam permanent displacement and acceleration response spectrums. After Wilson and Clough, 
1962 [7]; from Shieh and Huang, 1981 [8]. 

In a summary of Jacobsen’s work, Goodman (1963) mation without volume change. Casagrande ob- 
[15] described this displacement as “yield displace- served that a loose sand subjected to prolonged 
ment,” and the corresponding value of acceleration shearing would decrease in volume (densify), 
as the “yield acceleration.” He also observed dis- whereas a dense soil subjected to the same condi- 
placement magnification factors (a positive acceler- tions would contain more voids after shearing than 
ation gradient [ 131) of 2% percent for dry sand and before (loosen). Both dense and loose sand would 
4 percent for sand at an 8-percent moisture content. approach the same void ratio. 

In 1936, Casagrande [ 161 tested model dam sections 
of “ordinary” saturated beach sand both in very 
loose and in very dense states. The model dams 
were subjected to a horizontal oscillation motion. 
Models made of sand that had been deposited in 
layers and tamped by hand into a dense state did not 
change shape even when shaken more violently than 
models tested in the loose state. However, shaking 
models built of loose sand resulted in liquefaction of 
the embankment. 

Casagrande described the phenomenon of critical 
void ratio of a sand. A sand is at its critical void ratio 
when it can be subjected to any amount of defor- 

With regard to his model testing, Casagrande listed 
four principal factors that influence the reduction of 
shear resistance with shaking: (1) amount of defor- 
mation, (2) intensity of volume decrease with defor- 
mation, (3) permeability, and (4) dimensions of the 
region of shear. 

Casagrande concluded, “since the resisting forces 
increase with only the first power of the height, un- 
less the permeability (i.e., grain size) is reduced in 
model studies to a small function of what it is in the 
prototype, the models will be much more resistant 
to hydrodynamics than will the prototype” [ 151. This 
decrease in grain size would introduce cohesion; 
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Figure 7. - Family of load-deformation curves. After Kutter, 1984 [3]. 

therefore, to alleviate influences of excess cohesion, 
Casagrande performed his model tests in a looser 
state (higher void ratio) than would normally be found 
in the prototype. 

In 1936, Mononobe, Takata, and Matumura [ 171 ana- 
lyzed the theoretical response of earthfill dams hav- 
ing triangular cross sections subjected to dynamic 
motion. They assumed that the density was uniform 
with depth, and that the modulus of rigidity and the 
coefficient of internal friction depended on depth. 

The results of their analytical studies verified obser- 
vations made by Rogers [ 131 and Jacobsen [ 141 that 
an acceleration gradient increases from the bottom 
to the top of the dam. Mononobe, Takata, and Mat- 
mura conducted experiments on model dams using 
gelatin (agar-agar) and sandy clay. Models were built 
on a shaking table and subjected to vibration. 

Trapezoidal models (263 mm (10.4 inches) in height, 
980 mm (38.6 inches) in base width, 13 mm (0.5 
inch) in crest width) were tested. Deformation of the 
top was measured, and the modulus of rigidity was 
theoretically calculated. It was concluded that the 
sandy clay model did not give satisfactory results 
because of a gradient increase in the modulus of rig- 
idity with depth. 

In conclusion, their model tests showed that in 
“dams constructed of sandy clay, the modulus of 

rigidity (G) varied with dam position and acceleration. 
A linear increase of rigidity with increasing depth 
(G = pZ) lead to a magnification of displacement and 
acceleration from base to crest of the dam” (for tests 
conducted with sandy clay models), which was 
“larger than the magnification effect when G was 
constant in value” (for tests using the gelatin 
models) [ 151. 

Heiland (1938) [ 181 conducted an investigation to as- 
sess the dynamic characteristics of Hanson Dam. He 
assumed that the proposed earthfill dam would be- 
have like an elastic body and have a definite resonant 
frequency. Heiland incorporated the concept of sim- 
ilitude between the proposed prototype and scaled 
models. He acknowledged the reduction of scale for 
the materials and elastic moduli of the dam, and he 
stated that the geologic section (properties) must be 
selected so as to preserve a consistent model ratio. 

Model tests were conducted using a length scale of 
1:2,000 and a frequency scale of approximately 
15: 1. The results of model testing indicated the first 
mode of vibration coincided with field measure- 
ments. 

In an attempt to verify model results, Heiland used 
an analytical model previously described by Mon- 
onobe, Takata, and Matamura (1936) in [17]. In 
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this model the dam was assumed to be a two- 
dimensional body having a triangular (isosceles) 
cross section and uniform composition. 

When Heiland analyzed a lOO-foot (30.5-m) dam 
with elastic properties similar to those found in the 
test pits at Hanson Dam, a resonant frequency of 2 
hertz was obtained. The results of the analysis con- 
ducted by Heiland were thought to be in good agree- 
ment with the results of model tests considering the 
limitations of both methods. 

Heiland noted that natural frequency depends only 
on height and not on base width. He concluded that 
“only the fundamental mode (natural frequency) is of 
interest in the present problem.” The first mode of 
resonance for a triangular dam [ 171 is: 

where: 
f= 

v, = 
h= 

V, f= - 
1.6h 

first resonant frequency (T-l), 
transverse wave velocity (LT-l), and 
height of the dam (L). 

In 1940, Jacobsen [ 191 disagreed with Heiland’s ex- 
clusive use of the first mode because, “although the 
higher modes give smaller absolute displacements, 
the mode shapes are more pronouncedly curved, giv- 
ing greater shear stresses” (Bustamante, 1964 [20]). 

In 1941, J. R. Ramirez [21] conducted a quantitative 
study of failure mechanisms of granular models sub- 
jected to earthquake loadings at Stanford University 
with the same apparatus used by Jacobsen. He con- 
ducted a series of three tests that included models 
of air-dried sand and models of wet sand at optimum 
moisture content with and without a reservoir. 

The dry models were constructed with 3: 1 upstream 
and 2X:1 downstream slopes and were subjected 
to horizontal accelerations ranging from 0.99 to 
1.42 g. Models were constructed on a l-inch (2.54- 
mm) layer of sand having the same composition as 
the embankment. The 6-inch (152.4-mm) height was 
obtained by rodding in two 3-inch (76.2-mm) lifts. 
Ramirez observed that test models constructed with 
dry sand had a tendency for the crest to slump and 
for the slopes to bulge at the embankment toes. The 
failure mechanism in the dry embankments was not 
determined. Test results suggest that “the principal 
danger from shaking an embankment of dry sand 
might be from the loss of freeboard and over- 
topping.” 

The failure surfaces of the wet models, as described 
by Ramirez, “show conspicuous curvature” and 
some approximate arcs of circles, whereas others 

show a variation in curvature indicating a spiral failure 
surface. The failure mechanism of the wet models 
was similar to that of a cohesive soil. This was a 
result of additional shear strength (apparent cohe- 
sion) in the moist sand caused by capillary (suction) 
pressure. 

Failure on wet test models with reservoir loading was 
through plastic flow or a combination of flow and 
shear cracks. The surface along which this flow 
seemed to take place approximated the top flow line 
(phreatic surface). 

Ek-Khoo Tan (1948) [22] described slide phenomena 
influenced only by gravity for cohesive and cohe- 
sionless soils. He investigated the angle of repose 
phenomenon for dry cohesionless slopes using a de- 
vice for tilting and measuring the slope angle with a 
clinometer (a device used to measure inclination). 

Failure was observed to begin at the top of the slope 
and was confined to the surface layers of the slope. 
Ek-Khoo Tan concluded that the angle of repose (of 
dry material) is independent of material density. 

Ek-Khoo Tan stated that, in cohesive slopes, deep- 
seated slides involve the rupture and breaking away 
of a large mass of earth from the slope, and that 
maximum inclination and height of a stable slope is 
primarily dependent on the magnitude of the soil 
cohesion. 

To correctly model the capillary forces that could 
be attributed to the addition of water in cohesion- 
less material, a vacuum was applied to a rubber- 
membrane-covered slope creating an “equivalent 
cohesion” in the cohesionless material. 

Tests were concluded on models placed in loose and 
dense states. A vacuum was applied, and the ap- 
paratus was tilted until failure occurred. The resultant 
slope angle was then measured. The angle of slope 
at failure was observed to increase linearly with 
equivalent cohesion. 

Ek-Khoo Tan devised a procedure to investigate the 
locations and form of the rupture surface within the 
slope. He concluded that failure occurs in a soil slope 
after the strain exceeds a certain well-defined max- 
imum value. This maximum strain appears to be in- 
dependent of the slope angle and occurs at or near 
the middle of the sliding curve. 

Ek-Khoo Tan concluded that the patterns of shearing 
stresses and of shearing strains obtained when test- 
ing the sand models were similar, and that plastic 
regions coincided with regions of maximum strain. 

Model tests have been conducted to study the be- 
havior of embankments and dams under earthquake 
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loading. Clough and Pritz (1958) [23] reported model 
tests for a go-meter (295~ft) high earth and rockfill 
dam. Models tested were 2 feet (0.6 m) high with a 
scale of 1: 150. From similitude considerations for the 
same ratio of forces from dead weight, water load, 
inertial force, and forces associated with elastic de- 
formation and failure, acceleration in the model and 
in the prototype were shown to be equal. Moreover, 
if the unit weight of the material in the model and in 
the prototype was the same, the ratios of cohesion 
and moduli of shear deformation in the model to 
those in the prototype was the same as the scale 
ratio. Based on tests of two models on a shake table, 
one with a central core and the other with a sloping 
core, the latter was found to be more earthquake 
resistant because its structure was more closely 
bound together. In general, the models suffered no 
significant changes in section up to a horizontal ac- 
celeration of 0.4 g. When the table motion was in- 
creased so that the acceleration exceeded 1 g, the 
model suffered only minor changes of shape. Seed 
and Clough (1963) [24] reported tests on sloping 
core dam models that were 0.65 meter (2.1 ft) high 
under empty and full reservoir conditions. In a typical 
model, the crest settlement was approximately 2.9 
percent of the height of the dam for a peak earth- 
quake acceleration of 0.68 g, and 1 percent of the 
height of the dam for a peak earthquake acceleration 
of 0.52 g. 

Models of the 60-meter (197~ft) high Ram Ganga 
Saddle Dam were studied on a shake table 5 meters 
(16.4 ft) long by 2.8 meters (9.2 ft) wide (Krishna 
and Prakash, 1966 [25]). The problem was to de- 
termine the location of the core from seismic con- 
siderations. 

Models with no core, a central core, and inclined 
cores were tested. Reservoir conditions tested were 
both dry and full. The inclined core dam was found 
to perform better than the central core dam. An im- 
portant conclusion from this and from a previous 
study (Krishna and Prakash, 1965 [26]) was that the 
damage patterns in the model with a core and that 
of the Ohno Dam damaged in the Kanto earthquake 
of 1923 were identical. In both cases, typical lon- 
gitudinal cracks developed along the crest. This ob- 
servation was substantiated by field data (Seed, et 
al., 1975 [27]; Lee and Walters, 1974 [28]. This sim- 
ilarity showed conclusively that model tests would 
give an insight into the behavior of prototype dams, 
particularly in relation to inelastic deformations. 

Another model study of a rockfill dam 61 meters 
(200 ft) high was performed at Roorkee (Prakash, et 
al., 1972 [29]) for Pandoh Dam in Punjab, India. A 
1: 100 scale was used with a model height of 0.61 
meter (2.0 ft). The elastic response of the models to 
a modified Koyna earthquake was studied, and it was 
found that, even within the elastic range, test con- 

ditions in the model were adequately severe. Inelastic 
response was studied by comparing the damage po- 
tential of the table motion with the ground motion 
expected at the site. Deformation of the dam profile 
was recorded with a special profile meter. It was 
found that displacements occurred mainly at the 
crest. The conventional analysis showed a safety 
factor of less than unity for the top one-fourth of the 
slope. Displacements obtained showed the section 
to be safe. The presence of a berm at a typical level 
affected the damage pattern in the section in a char- 
acteristic manner. 

Noda, Tsuchida, and Kurata (1974) [30] tested six 
models with maximum table accelerations of 200 to 
300 gals (0.2 to 0.3 g).’ The maximum acceleration 
at the top amounted to about 1,600 gals (1.6 g) in 
sand models and 2,700 gals (2.7 g) in clay models. 
Crest settlements of 4 to 15 percent of the model 
height were observed with no apparent sliding sur- 
face. 

Okamoto (1975) [31] reported tests on 1.4-meter 
(4.6~ft) high models subjected to sinusoidal vibra- 
tions. A berm, 500 mm (19.7 inches) wide, was in- 
troduced at both 700- and 900-mm (27.5- and 35.4- 
inch) heights. For equal slopes, it was found that a 
greater acceleration was required to cause crumbling 
for a slope with a berm than for a slope without a 
berm. 

On the basis of tests on six models, Watanabe 
(1977) [32] reported that zoning did not affect the 
response appreciably and that the amplitude of re- 
sponse acceleration for the full reservoir condition 
was reduced to about 66 percent of that for the 
empty reservoir. 

Arya et al. (1977) [33] reported model tests on a 99- 
meter (324~ft) high rockfill dam tested with a scale 
of 1: 130 on the shake table available at Roorkee. 
Two models, one with a central core and the other 
with inclined core sections, showed that slumping 
was more prevalent in an inclined core section al- 
though the tendency for separation of the shell from 
the core was greater with a central core. For the 
inclined core, both analytical and experimental values 
of displacements agreed fairly well if the variation of 
shear modulus proportional to the square root of 
overburden pressure was included in the analysis. 

Arakawa, Kimata, and Kondo (1983) [34] tested 2- 
meter (6.6-ft) high models using four sandy soils with 
different embankment and foundation relative densi- 
ties. Table accelerations of 200, 400, and 600 gals 
(0.2, 0.4, and 0.6 g) were used with a sinusoidal 
input frequency of 5 hertz. It was found that em- 
bankment failures on the loose sandy layers were 

l Note: 100 gals = 0.0980665 g acceleration. 
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caused by liquefaction. Embankment failure patterns 
and degrees of failure on the sandy layers were 
caused by liquefaction and observed to depend on 
the relative density of the layers (i.e., the acceleration 
needed for failure increased with increasing relative 
density). 

V-shaped sloping embankment models 200 mm (7.9 
inches) high were tested by Onmachi and Momen- 
zadeh (1984) [35] to clarify dynamic failure charac- 
teristics of sloping embankments constructed in 
narrow valleys. Laws of similitude as described by 
Clough and Pritz (1958) [23] were incorporated into 
the material selection and testing as was the use of 
an impulsive input loading (Okamoto, 1973) [36]. It 
was concluded that (1) yield acceleration (which in- 
itiates the sliding failure) in a three-dimensional em- 
bankment is greatly affected by embankment 
geometry [i.e., yield acceleration significantly in- 
creases with a decrease in the width-to-depth ratio 
(W/D)], (2) the restraining effect of valley walls on 
the yield acceleration appears dependent on the em- 
bankment slope angle; and (3) observed settlements 
of the failure mass relative to the rest of the em- 
bankment does not show good agreement with the 
estimate formulated in terms of the yield accelera- 
tion, peak acceleration of the input loading, and the 
duration. 

A model study of a zoned dam was performed 
(Kikusawa and Hasegawa, 1985 [37]) for Namioka 
Dam in Japan’s Aomori prefecture. The 52-meter 
(170.6~ft) high embankment was modeled using a 
scale of 1: 100. The authors investigated the effects 
of input motion, dam type, and reservoir conditions 
on the response characteristics. The following con- 
clusions were made from their studies: (1) artificial 
motions produced probabilistically at the site should 
be used considering the structure spectral features, 
(2) the seismic dam response was generally greater 
on the upstream slope with full reservoir conditions 
than with the reservoir empty, when vibrated with a 
maximum input motion developing more than 100 
gals (0.1 g), (3) models with sloped zones exhibited 
dynamic soil properties that were less linear than 
those for models with a center zone, and (4) pore- 
pressure models could be effectively used to simu- 
late the liquefied conditions. 

EMBANKMENT MODEL TESTING 

Use of Newmark’s sliding block method requires 
strong motion data, material properties, and slip 
plane and sliding block geometry as input data to 
determine permanent slope deformation. This 
method is one of many used [4, 6, 37, 381 in inves- 
tigating the behavior of embankment dams subjected 
to seismic loading. Recently, the USBR (Bureau of 
Reclamation) [39] developed an analytical model that 

uses Newmark’s sliding block procedure to estimate 
displacements of embankment dams during cyclic 
loading. The purpose of that study was to obtain 
strong motion and deformation data from six physical 
models constructed of cohesionless soil with differ- 
ent moisture contents and to compare acquired data 
with results from the analytical model. 

It was assumed that ground motion in the entire em- 
bankment foundation could be represented by one 
vertical and one horizontal component. The dam was 
idealized as a two-dimensional body. The USBR 
study [39] summarizes the experimental and math- 
ematical treatment of the problem. 

Embankment Model 

Embankment models selected for testing were con- 
structed with a trapezoidal cross section. Models 
were 15 inches (381 mm) high and 30 inches (762 
mm) wide with 2: 1 slopes (horizontal:vertical). Crest 
and base width were 4 and 64 inches (102 and 
163 mm), respectively. Transverse length to height 
ratio was consistently 2: 1; therefore, the restraining 
effects of the abutments could significantly influence 
the resultant failure configuration. Nevertheless, the 
model as a whole was treated two dimensionally. 

The container in which the embankment models were 
constructed had inside dimensions measuring 21 
inches (533 mm) deep, 30 inches (762 mm) wide, 
and 90 inches (229 mm) long (fig. 8). To observe 
slope movement, two walls of the container were 
composed of l-inch (25.4-mm) thick plexiglass. The 
model container was attached to a fixture angle ap- 
paratus whose purpose was to (1) redistribute the 
force of the hydraulic ram actuator on the embank- 
ment base, and (2) provide a level surface for the 
model container to ride upon the hydrostatic bearing 
tables. 

Four models tested were founded directly on a con- 
tact cement-sand interface and centered in the test- 
ing container. To minimize end effects and effects of 
the contact cement sand base, the final two models 
were offset from the center of the container and 
founded on a 3-inch (76-mm) thick sand base iden- 
tical in composition to the model embankment soil 
(figs. 9 and 10). 

Soil used in the physical models was medium to 
coarse, hard, subangular to angular sand and was 
subjected to laboratory tests as described in appen- 
dix A. Effective shear strength parameters of 9’ = 
53’ and c’ = 0 Ibf/in2 (0 kPa) best define the rela- 
tionship of shear stress to effective normal stress at 
the low normal stress levels in the embankment 
models. 

Models were constructed in eight 1.88-inch (48-mm) 
lifts. Each lift was vibrator-compacted to a uniform 
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Figure 8. - Test apparatus. 
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Figure 9. - Cross section for models No. 1 through 4. 
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Figure 10. - Cross section for models No. 5 and 6. 
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density. A thin layer of black sand (same composition
as the embankment) was used as an interface be-
tween each lift to aid in determining the location of
failure planes.

Embankment response during testing was monitored
by Entran EGA-125 uniaxial piezoresistive miniature
accelerometers embedded in the embankment dur-
ing construction (fig. 11 ). Specifications are given in
appendix D. Accelerometers were placed at desig-
nated elevations and locations in the embankment so
that the variation of acceleration with elevation could
be investigated (app. 8, table 81 and figs. 81 through
86). Initially, it was proposed that acceleration with
elevation be investigated (models 1 and 2). Previous
investigations have shown that acceleration in-
creases with elevation. Therefore, by placing the ac-
celerometers near or within the slide mass, the time
to failure and acceleration increase of the mass could
be observed.

Removable wooden blockouts were used in each lift
to minimize the amount of sand processed for each
test. Rough slopes were excavated back to the final
configuration using a metal trowel and a long
straightedge. A small amount of surficial densifica-
tion and drying occurred during the trimming process
(not quantified) .

Data Acquisition

Embankment profile measurements were made to
determine the model configuration before testing and
slope movement and the deformation after testing
using a point gauge device. White map pins were
placed on the embankment surfaces in a 3- by 3-inch
(76- by 76-mm) grid to allow visual monitoring of
slope movement. A string grid was mounted on top
of the model container to provide a reference by
which to observe pin movement.

Piezoelectric accelerometers were attached to the
angle fixture plate to monitor horizontal and vertical
baseplate accelerations. Their primary function was
to serve as a reference for accelerometers located
at various elevations in the embankment. A piezo-
electric accelerometer and an LVDT (linear variable
differential transformer) were attached to the actua-
tor ram to provide ram displacement data. Monitor-
ing of pore pressure within the partially saturated
sand embankments was considered but omitted be-
cause it was outside the scope of the investigation .

Slope movement during shaking was monitored and
recorded by videotaping from two angles. A camera
centered above the model recorded the response
during testing, and another camera at floor level re-
corded the model response through the plexiglass
representing one of the model abutments. Video-
tapes were used in the review, description, and anal-
Ysis of the model embankment testing. Surficial
displacement and particle velocities were easily ob-
served and calculated .

Signals from accelerometer amplifiers, from the
LVDT signal conditioner, and from hydraulic system
transducers were sent to an HP (Hewlett-Packard)
2250 measurement and control processor for high-
speed scanning and digitization. The HP-2250 pro-
vided input filtering to reduce high-frequency noise

Figure 11. -Miniature accelerometer. P801-D-81081

14



caused by the bearing tables and actuator ram. Dig- 
itized data were transferred to an HP-l 000 minicom- 
puter for hard disk storage (fig. 12). For a more 
detailed description of equipment and procedures 
used in the model testing, see appendix C. 

Raw data were scaled, formatted, processed, stored 
on tape and hard disk, and transferred to the USBR’s 
Cyber 170/835 main frame computer. The defor- 
mation analysis portion of the investigation used the 
data stored on the Cyber 170/835 main frame. 

Loading Parameters 

The model testing program was performed using a 
25-ton (22 680-kg) hydraulic servocontrolled ram 
actuator, located in the USBR vibration laboratory 
(see fig. 13 and app. D for the ram hydraulic per- 
formance characteristics). The hydraulic ram actuator 
was mounted on an isolated 250-ton (226 800-kg) 
seismic mass. The seismic mass is supported by 25 
model AL 255-12 isolators around the bottom edge 
of its perimeter and in the center of the buttress [40] 
(fig. 14). 

Nicolet Explorer III 
Digital Oscilloscope 

Columbio Charge 

Columbia 
Piezoelectric 
Accelerometers UP 

2250 

Entron 
Piezoelectric 
Accelerometers 

The following test parameters were proposed for 
embankment model testing: 

Models No. 1 Models No. 3 
Parameter and 2 through 6 

Frequency 5 Hz 5 Hz 
Amplitude 
Acceleration 

0.20C)ngC~(~mm) 0.24 inch(6 mm) 
0.61 g 

Actual output acceleration varied from test to test, 
because of amplitude fluctuations. The acceleration 
was calculated using the following equation [41]: 

a = 4Alr2f2 (11) 

in which: 

a = acceleration (LT-=), 
A = amplitude (L), and 

f = frequency (T-l). 
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Figure 12. - Instrumentation system block dia@am. 
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The testing sequence consisted of subjecting the 
models to a 5-hertz sinusoidal wave form. A total 
elapsed testing time of 60 seconds was used. Tests 
were displacement controlled and consisted of a lin- 
ear increase in amplitude from zero to a designated 
maximum amplitude over a 5-second time interval. 
The maximum amplitude was held constant for 50 
seconds, then linearly decreased over the remaining 
5 seconds of the test (fig. 15). Table 1 is a summary 
of the pretest embankment parameters. 

Test Results 

Table 2 summarizes test observations and posttest 
analyses. Air-dried sand was used in the construction 
of models No. 1 and 2. Crest particle movement of 
model No. 1 commenced at 2 to 3 seconds, and 
particle velocities of 2 in/s (51 mm/s) were calcu- 
lated. The velocity distribution was typically para- 
bolic across the face of the slope and occurred at a 
maximum acceleration of 0.45 g (see fig. 16). The 

Table 1. - Pretest embankment parameters. 

Model 
test No. 

&“A:,& 

“I 111 ““yj, II 
at placement, 

Ibf/ft3 kg/m3 

Moisture 
content 

at placement, 
% 

Posttest 
average 

moisture 
content, 

% 

Dry’ 
unit 

weight, 
Ibf/ft3 ka/m3 

Relative 
density, 

% 
“ I  

1 103 1650 air2 to. 1 103 1650 91.0 
32 101 101 1620 1620 air2 7 to.1 101 1620 82.1 

4.4 96.7 1550 57.6 
4 103 1650 3.7 99.3 1590 74.0 
5 101 1620 

; 
95.2 1530 53.4 

6 102 1630 4.5 36:; 98.2 1570 68.7 
‘Dry unit weight using posttest average moisture content. 
2Test used dry sand having moisture content less than 1 percent. All other tests had been placed at predetermined moisture 
contents. 

Table 2. - Summary of test observations and posttest analyses. 

Model test No. 

Average moisture 
content, % 

Degree of 
saturation, % 

Time to initial 

1 2 3 4 5 6 

to. 1 <O.l 4.4 3.7 6.1 3.9 

.43 .41 16.3 14.6 21.7 14.9 

3 4 7.8 13.3 14 5.3 
failure, s 

Maximum crest 
or particle 
velocitv. in/s (mm/s) 

Failure mode ’ ’ ’ ’ 
or mechanism 

2 (51) 4 to 6 1 (25) 1.8 (46) 2.3 (58) 2.8 (71) 
(102 to 152) 

Avalanche-type with 
parabolic velocity 

distribution 

Complex downslope translation 
circular-arc rotation 

Base .35 
acceleration, g 

Estimated crest .49 
acceleration, g 

Crest/base 1.40 
acceleration ratio 

Crest 
displacement, inches (mm) 

Horizontal WA 
Vertical 1.5 (38) 
Downslope WA 

Estimated volume 1,060 
of failure, in3 (mm3) 17.4 x 10’ 

Percent of total 7 
embankment 
volume, % 

.53 .76 .63 

.52 .74 .72 

.98 .97 1.14 

N/A 12 (305) 13 (330) 19 (483) 19 (483) 
2 (51) 7 (178) 9 (229) 8.5 (216) 8 (229) 

WA 14 (356) 16 (406) 21 (533) 21 (533) 
960 3,750 3,190 3,390 3,900 

1.57 x IO’ 6.15 x IO’ 5.23 x IO’ 5.56 x lo7 6.39 x IO7 
6 25 21 22 26 

.58 

.74 

1.28 

.58 

.85 

1.47 
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mode of failure was through particle rolling and was 
classified as an avalanche-type failure [42]. 

Model No. 2 experienced avalanche-type failure sim- 
ilar to that observed in model test No. 1. Movement 
began abruptly at 4 seconds, and velocities of as 
much as two to three times greater than those of 
model No. 1 (4 to 6 in/s (102 to 152 mm/s)) were 
calculated. The velocity distribution was also nonlin- 
ear across the slope occurring at approximately the 
maximum acceleration of 0.52 g. 

Slope failure of models No. 3 through 6 was classified 
as complex [42], which combined rotation with 
downslope translation. 

Model No. 3 had the deepest circular-arc failure plane 
(figs. 17 and 18). The concave, spoon-shaped failure 
plane was deepest at the centerline and became pro- 
gressively shallower as the plane neared the plexi- 
glass abutments. 

The failure plane of model No. 4 appeared to be ap- 
proximately parallel to the slope typical of an infinite- 
slope wedge-type failure (or Newmark’s sliding block 
failure), and posttest investigations appeared to sup- 
port this observation. 

The failure mechanism of model No. 5 was a com- 
plex, circular-arc type. But it had definite, infinite, or 
translational slide [43] characteristics. Before move- 
ment, the crest began to resonate and a large di- 
agonal crack separated the failure block into two 
segments. One of the blocks appeared to rotate 
slightly while moving downward; this caused the 
other half to move downslope. The toe of the 
circular-arc failure plane broke out on the slope ap- 
proximately 3 inches (76 mm) above but not through 
the model slope toe. 

The cause of this two-segment failure is speculative. 
A moisture gradient may have developed across the 
slope during placement, vibratory compaction, or 
testing. The possibility of differential inplace densi- 
ties across the model embankment also cannot be 
discounted. 

Failure of model No. 6 was a circular arc-type in con- 
junction with two shallow slides and a shallow block- 
type failure. This combination of failures contributed 
to the overall deformation. Both slopes experienced 
deformation. 

Moving in a circular arc, the failure mass moved 
downslope and appeared to exit on the slope ap- 
proximately 6 inches (152 mm) above the embank- 
ment toe. As the soil was pushed up and over the 
point of exit, large transverse tension cracks (up to 
0.5 inch (13 mm)) developed. The soil flowed over 
the toe of the model embankment. As the primary 
failure was occurring, two secondary slides occurred. 

Approximately 2 seconds after the primary deep- 
seated failure occurred on one slope, a shallow block- 
type failure occurred on the opposite slope. The ve- 
locity distribution was parabolic and somewhat sim- 
ilar to models No. 1 and 2, except that the failure 
characteristics were typical of an infinite slope move- 
ment. 

Dry homogeneous embankments experienced a rapid 
avalanche-type failure through particle rolling, which 
caused progressive lowering of the crest. The net 
decrease in model height that could be attributed to 
avalanche-type failure was 1.5 to 2 inches (38 to 51 
mm) (10 to 13.3 percent) for models No. 1 and 2. 
The change in the mode of slope failure for models 
No. 3 through 6 can be attributed directly to the ad- 
dition of moisture to the soil. Moisture contents 
ranged from 4 to 6 percent from test to test. Ad- 
dition of water to the soil contributed an apparent 
cohesion caused by capillary pressure that helped 
bond the individual sand particles together. This 
small apparent cohesion (calculated as less than 1 
Ibf/in2 (6.895 kPa) based on particle size) [44] added 
enough shear strength to the embankment model to 
overcome acceleration forces on individual particles, 
which in earlier models caused only surficial particle 
motion in the form of avalanche-type failure. 

For models No. 3 through 6, slope failures were 
classified as complex. The failure surface configu- 
ration varied in depth as the moisture content of the 
model varied. Downslope crest movement ranged 
from 14 to 21 inches (356 to 533 mm) along the 
slope. 

Surface measurements (using a point gauge device) 
before and after testing are summarized in appendix 
E for each model. Surface measurements are used 
to plot the model cross sections and as input data 
for three-dimensional plots. Three-dimensional plots 
of selected models (before testing and after failure) 
and cross sections of each model are also summa- 
rized in appendix E. All data acquisition (i.e., vertical 
and horizontal accelerometer time-histories, LVDT 
displacements, etc.) summarized as plots are located 
in appendix F. 

Regression analyses were performed on various test 
data, but it was determined that the data were in- 
sufficient to develop meaningful correlations. 

MATHEMATICAL ANALYSIS 

Method of Stability Analysis 

An apparent cohesion intercept of the material was 
computed to take into account the effect of the cap- 
illary action of water using the following equation 
[44]: 

c’ = h,,y,tanp’ (12) 
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Figure 16. - Parabolic velocity distribution. 

Figure 17. - Model No. 3; cross sections of embankment before and after failure. P801 -D-8 1083 

where: 
c’ = apparent cohesion (E2), 

h,, = height of capillary rise (L), 
yW = unit weight of water (FL3), and 
p’ = eff;;rs;;.angle of internal friction (de- 

Apparent cohesion was calculated by assuming a 
capillary rise of approximately 5.5 inches (140 mm) 
and a friction angle of p’ = 45”. This yielded an ap- 
parent cohesion of about 2.0 Ibf/in2 (1.39 kPa). 

Spencer’s method of stability analysis was used to 
search for the critical circular shear plane along which 
the factor of safety is minimum for static loading con- 
ditions. The driving moment of the failure mass was 
assumed to be caused only by the weight of the 

material. The critical static circular shear plane was 
then used in the deformation analysis. Observed fail- 
ure surfaces were also used as input data to the com- 
puter model in an attempt to quantify the apparent 
cohesion contributed by the partially saturated sand. 

Method of Deformation Analysis 

The computer program DYNDSP [39] was used to 
compute deformations along both the critical circular 
shear plane for dynamic conditions and for a repre- 
sentative infinite-slope shear plane. Vertical and hor- 
izontal components of acceleration measured during 
testing were used in the analysis. The apparent cohe- 
sion intercept (c’) of the embankment material was 
reduced to zero after an infinitesimal movement of 
the failure mass had occurred along the critical plane. 
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Results of Deformation Analysis Comparison of Computed Displacements with Test
Results

Displacement of failure masses of two models (models
No.4 and 6) due to sinusoidal motion was computed
along defined shear planes using the computer program
DYNDSP. The following table summarizes computed
and measured displacements of two models:

Table 4. -Comparison of computed and measured displacements.

Using horizontal and vertical acceleration history rec-
ords of the strong motion instruments at the base
of the model embankments, deformations (displace-
ments) of the failure mass (rigid block) along the crit-
ical circular plane were computed. These
displacements are summarized in table 3 and on fig-
ure 19.

It can be observed from the results of the defor-
mation analysis that mathematical treatment of the
problem is sensitive to variations in the effective an-
gle of internal friction. As f" was varied between 40°
and 50° (a reasonable range of f" for the sand tested),
predicted block displacements varied from 3 to 61
inches (76 to 1549 mm) along the plane as shown
in table 3. Realistic block displacements should be
limited to the actual slope length of 33.5 inches (851
mm). For effective friction angles greater than 45°,
the displacement results are comparable with actual
model performance.

Displacements

Estimated at
'I" = 53°Measured

Model No.4, inch
Model No.6, inch

o
0

Because of the nonlinearity of the Mohr failure envelope,
strength parameters of "1 = 53° and c' = 0 Ibf/in2 (0 kPa)

best describe the behavior of this sand at effective nor-
mal stresses less than 7.7Ibf/in2 (53.1 kPa) (app. A, fig.

Figure 18. -Model No.3; postfailure top view of embankment. P801-D-81084

Table 3. -Results of deformation analysis.

-Displacement
-Center of Circle --along Horizontal Vertical

?'. Yd' -X --y -sliding plane displacement displacement
Ibf/ft2 kPa degrees Ibm/ft3 kgfm3 ft m ft m ft m in mm in mm in mm

Test4
Soiltypemediumsand 28.8 1,38 42 102 1630 6.7 2,04.0 1.2 3.8 1.2 31.4 798 27.7 704 14.7 373
Moisturecontent" 37% 28.8 1,38 45 102 1630 6,7 2,0 4,0 1.2 3.8 1.2 16,4 417 14,5 368 7,7 196
c' = 2881bf/ft2 (138 kPa) 288 138 47 102 1630 6.7 2,0 4,0 1.2 3.8 1.2 7.2 183 6,4 163 3,4 86
?= 45. ,

Test 6
Soil tyPe' medium sand 28,8 138
Moisture content = 39% 28,8 138
c' = 2881bf/ft2 (138 kPa) 28,8 138
?' = 45. 28,8 1.38

c'

40

43

47

50

101

101

101

101

1620 6.7 2.0 4.0 1.2 3.8 1.2 61.4
1620 6.7 2.0 4.0 1.2 3.8 1.2 41.2
1620 6.7 2.0 4.0 1.2 3.8 1.2 14.8
1620 6.7 2.0 4.0 1.2 3.8 1.2 2.6

1560 54.2
1046 36.4
376 13.1

66 2.3

1377 28.8 732
925 19.3 490
333 6.9 175
58 1.2 30

r d = dry unit weight of sand
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Figure 19. - Correlation of displacement with friction angle. 

A- 1 (b)). The computer model estimated zero displace- 
ment using 0’ = 53”. 

Reasons for the disagreement between measured and 
computed displacements at 9’ = 53’ are currently under 
investigation. Two possible areas are (1) the measure of 
shear strength at extremely low confining pressures 
(currently limited to approximately 1 Ibf/in* (6.895 kPa)) 
and (2) the unknown effective stress conditions within 
the embankment model at failure because of unknown 
pore pressures in unconfined partially saturated sand. It 
is interesting to note the close agreement between 
measured and computed displacements when $+’ = 45” 
is assumed for the embankment material. A friction an- 
gle of about 45” would be obtained if a linear Mohr en- 
velope (app. A, fig. A-l (a)) is used to evaluate the 
strength. 
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APPENDIX A 
RESULTS OFofit\FORY TESTS 





Laboratory tests were conducted on sand used to 
construct the model embankments (1) to define ma- 
terial properties to be used as input to analytical 
methods, and (2) to describe and classify the ma- 
terial. 

Gradation, specific gravity, minimum and maximum 
dry density, direct shear, CD (consolidated-drained) 
and CU (consolidated-undrained) triaxial shear, res- 
onant column, and petrographic analyses were per- 
formed on the model test sand. 

Sand used in the research program was prepared by 
dry sieving to remove the plus No. 8 and minus No. 
16 material. This resulted in a clean, uniformly 
graded, medium- to coarse-grained sand having par- 
ticle sizes ranging from 1.19 to 2.38 mm with a D,, 
size of 1.2 mm. The specific gravity of the sand was 
2.67. An RD (relative density) test resulted in mini- 
mum and maximum index unit weights of 86.0 and 
105 lbf/ft3 (137 1 and 1680 kg/m3), respectively. 

Petrographic analyses consisted of examining the 
sample megascopically, microscopically, and by us- 
ing x-ray diffraction. Lithologic composition of the 
sand was predominantly granitic rock fragments, 
quartz, and feldspar, with a trace of mica and am- 
phibole [Al]. 

CD and CU triaxial shear tests were performed on 
compacted 2-inch (51 mm) diameter by 5-inch (127 
mm) high specimens placed at dry unit weights rang- 
ing from 89.5 to 98.8 Ibf/ft3 (1433 to 1583 kg/m3) 
(22 to 72 percent RD). Specimens were consolidated 
at 3.6, 7.0, and 14.0 Ibf/in* (24.8, 48.3, and 96.5 
kPa) effective lateral confining pressures. The sand 
was tested at moisture contents of 0.0, 4.1, 5.5, 
and 8.7 percent. 

Shear strength of the soil is expressed in terms of 
the Mohr-Coulomb failure criterion: 

7‘ = c’ + o;tanp 

where: 
c’ = the effective cohesion, 
fb’ = the effective friction angle, 
7f = shear stress, and 
a/ = normal effective stress on the failure 

plane. 

Figure A-l(a) depicts a single “best-fit” linear rela- 
tionship of shear stress (7) versus effective normal 
stress (a’) for the full range of normal stresses 
tested. It yields an effective friction angle (p’) of 43.9” 
and effective cohesion (c’) of 2.9 Ibf/in2 (20.0 kPa). 
The data are a compilation of 12 triaxial shear test 
specimens for the sand. Figure A-l (b) approximates 

the shear strength envelope with two linear relation- 
ships. The first relationship is the “best-fit” linear 
equation for the data points from the tests at the 
lowest confining pressure and the origin. This yields 
an effective cohesion of 0 Ibf/in2 (0 kPa) and an ef- 
fective friction angle of 53.1’, which is valid for ef- 
fective normal stresses up to 7.7 lbf/in2 (53.1 kPa). 
Because the normal stresses in the model embank- 
ments are less than 1 Ibf/in2 (6.895 kPa), the use of 
these parameters was recommended for the math- 
ematical computer model. For normal stresses 
greater than 7.7 Ibf/in2 (53.1 kPa), p’ = 43.9’ and c’ 
= 2.9 Ibf/in2 (20.0 kPa) should be used. 

A “best-fit” nonlinear shear strength envelope was 
also developed. It is described by the second order 
equation: 7 = 1.380 - 0.0125(0’)~ (fig. A-2). “It has 
been recognized that the failure envelopes of many 
soils are significantly nonlinear” [A21 (e.g., dense 
sand [A3, A41 and compacted rockfill [A5, A6]). The 
nonlinear failure criterion appears to accurately define 
the shear strength of the sand at the normal stress 
levels used in the experimental physical models (i.e., 
c’ < 1 Ibf/in2 (6.895 kPa)). 

A series of direct shear tests were performed, but 
because the size of the sand particles was dispro- 
portionately large compared with the size of the test 
specimens, the test results were not reasonable. 

Resonant column tests were performed on 2.8-inch 
(71 mm) diameter by 5.6-inch (142 mm) high spec- 
imens. Air-dried sand was placed at a dry unit weight 
of 97 Ibf/ft3 (1554 kg/m3) and tested in a free-free 
resonant column apparatus. Modulus and damping 
were determined at effective confining pressures of 
3.5, 7.0, 14.0, and 28.0 Ibf/in2 (24.1, 48.3, 96.5, 
and 193.1 kPa). G,,,,, values were checked against 
the Hardin-Drnevich [A71 relationship, and shear 
modulus values obtained during testing were con- 
sistent with anticipated values. 

Damping values for sands at shear strains 5 1 X 1 O-4 
typically range from 1 to 3 percent [A8]. The damp- 
ing values obtained in these tests were less than 1 
percent, and lower than anticipated. 

Results of the free-free resonant column tests were 
used to calculate the anticipated range of model em- 
bankment shear wave velocities, resonant frequency, 
and period [A81 (see table A-2). 

It was essential that model testing be conducted at 
input frequencies other than the embankment reso- 
nant frequency. Natural resonant frequencies were 
calculated using a procedure developed by Makdisi 
and Seed [A8]. 
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Figure A-l. - Triaxial shear test data - normal stress vs. shear stress at failure. 
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Figure A-2. - Triaxial shear test data - normal stress vs. shear stress at failure. 

Table A-l. - Comparison of laboratory and calculated results using the Hardin-Drnevich 
relationship. 

03 ~‘rrl G” nlax G Inax 
Ibf/ir+ kPa Ibf/W kPa Ibf/ir? X lo3 GPa Ibf/in2 x lo3 GPa 

3.5 24.1 3.5 24.1 6.81 0.047 6.5 0.045 
7 48.3 7 48.3 9.63 .066 9.5 .066 

14 96.5 14 95.6 13.6 .094 13 .090 
28 193.1 28 193.1 19.3 .133 18 .124 

Notes: 
O3 = effective confining pressure. 

Goi = 
= mean principal effective stress (assumed that O3 = o’,,,). 

max maximum shear modulus calculated from the Haidin-Drenevich 
relationship. 

G nlax = maximum shear modulus obtained from laboratory test re- 
sults. 

Shear modulus 
range 

lbf/fV x lo5 GPa 

Table A-2. - Model embankment properties. 

First three 
Shear wave natural frequencies, 

velocity HZ 

fib m/s 1 st 2d 3d 

Embankment period 
(l/W 

1 st 2d 3d 

9.8 0.047 554 169 169 389 609 0.006 0.003 0.002 
27.7 .I33 931 284 284 654 1,025 .004 .002 .OOl 
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APPENDIX B 
ACCELEROMETER LOCATIONS 





Table B-1. - Accelerometer locations. 

Model 
No. 

Accelerometer 
No. 

Offset from 
major axis q, 

inch (mm) 

Offset from 
minor axis q, 

inch (mm) 

Accelerometer 
elevation, 
inch (mm) 

1 7 10 (254) E 3 (76) S 10 (254) 
8 % 6 (152) s 14 (356) 

13 Q Q 5 (127) 
18 q 3 (76) S 10 (254) 
17 did not operate Q 1 (25) 

ii 
13 
18 

6 

0.5 (13) E (c 12 (305) 
1.5 I:?; E” 1.25 (32) N 14.5 (368) 
2 1.25 (32) S 5 (127) 

0.5 (13) s 10 (254) 
not located 13.5 (343) 

ii 
9 

18 

4 
: 

10 
13 

7 (17.8) W 

i 
(76) E 

(203) E 
(-ii 

5 
9 

: 

14 (356) W 11 
7.5 (190) E 2.5 
5 (127) W 3 

18 (457) w 1 

(127) S 

y22593 i 
(51) N 

(279) N 

y%; ri 
(25) s 

12 (305) 
14 (356) 
11 (279) 
14 (356) 

6 (152) 
11.4 (290) 
13 (330) 
7 (178) 

5 8 18 (457) w 8 (203) N 7 (178) 
9 4 (102) E 9 (229) N 12 (305) 

10 3.5 (889) W 17 (432) 
13 10 (254~W 

t.5 ‘:zr’ E 
14 (356) 

6 1 5 (127) E Gl 9.6 (244) 
8 3 (76) W i.5 (:;:I ii 12.1 (305) 
9 11.5 (292) w 8.7 (221) 

17 11.5 (292) w 1 (25) N 7.2 (183) 
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Major axis 

PLAN 
NOTE: 17 Did not 

operate. 
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ALL DIMENSIONS IN INCHES 
I Inch = 25.4 mm 

Figure B-l. - Accelerometer locations for model No. 1. 
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I inch = 25.4 mm 

Figure B-2. - Accelerometer locations for model No. 2. 

35 

._. ._.. - .-.- - _--- 



- 

Q 18 

%- 

Ir/ Major axis 

1 

[ 
t 

PLAN 

3 

_ 8 LI 

PROFILE 

ALL DIMENSIONS IN INCHES 
I inch = 25.4mm 

, 
J 
i 

Figure B-3. - Accelerometer locations for model No. 3. 
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Figure B-4. - Accelerometer locations for model No. 4. 
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Figure B-5. - Accelerometer locations for model No. 5. 
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Figure B-6. - Accelerometer locations for model No. 6. 
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ROCKFILL RESEARCH PROJECT 
CONTROL AND 

INSTRUMENTATION SYSTEM* 

INTRODUCTION 

The facilities of the Concrete and Structural Branch’s 
Vibration Laboratory were used for testing scale 
models of rockfill dams as part of the Rockfill Re- 
search Project, DB-31. This testing took place in Au- 
gust through November 1983. A block diagram of 
the system is shown on figure C-l. 

Scale model dams were constructed using sand of 
varying moisture contents in a steel-framed box with 
plexiglass sides. This box was rigidly mounted on a 
steel table, which in turn was mounted on hydrostatic 
bearing tables, allowing the table to move in one axis. 
One end of the table was attached to a hydraulic 
actuator mounted on a fixed buttress that moved the 
assembly in a sinusoidal manner. 

As the dam was shaken, its movements were re- 
corded on video tape and accelerations were meas- 
ured using embedded accelerometers. This 
acceleration data and accelerations measured on the 
fixture were fed to a high-speed data acquisition sys- 
tem for processing by computer and storage on disk. 
The models were shaken at 5 hertz with a peak ac- 
celeration of 0.5 to 0.7 g for a l-minute duration. 
After the test, acceleration data were retrieved from 
the disk, and plots of the data were generated. Se- 
lected accelerometer data were then transmitted to 
the Cyber system for processing. 

SYSTEM DESCRIPTION 

The control and instrumentation system consists of 
three parts, which will be described individually: (1) 
shaker system, (2) data acquisition system, and (3) 
data processing software. 

Shaker System 

The hydraulic actuator used to shake the models is 
a 25-ton (22 680-kg), l-inch (25-mm) stroke ram 
equipped with a high-performance two-stage Team 
SV-200 servovalve. The actuator has an integral 
LVDT for stroke control. It is mounted on a buttress 
at one end of the 250-ton (226 800-kg) seismic 
mass. The mass isolation system was disabled for 
these tests because of the low frequency being used. 
Hydraulic power was supplied to the actuator from 

l By Fred A. Travers, Electronics Engineer, Concrete and Structural 
Branch, Division of Research and Laboratory Services, Bureau of 
Reclamation, February 1984. 

a 2,500-lb/in2 (17.2-MPa), 70-gal/min (265 L/min) 
hydraulic power supply. 

The actuator was electronically controlled by the 
servo valve and an MTS 442 servo controller. The 
servo controller was configured to use position feed- 
back (supplied by the LVDT in the ram) to control the 
actuator. A voltage input to the servo controller con- 
trolled movement of the actuator. 

The required input to the test specimen was a 5- 
hertz sinusoidal waveform ramped over 5 seconds 
from zero amplitude to the amplitude corresponding 
to the required acceleration. This amplitude was held 
for 50 seconds, then ramped back to zero amplitude 
in 5 seconds for a total test duration of 60 seconds. 
This is graphically illustrated on figure C-2. This volt- 
age waveform was generated as follows: A program 
running on the HP-85 computer sent commands to 
the digital to analog converter card through the HP- 
3497 data acquisition and control unit to cause its 
output to go from zero volts to 10 volts in 5 seconds, 
hold it for 50 seconds, and ramp back down in 5 
seconds. The stepped output from the D/A converter 
was then fed into a Krohn-Hite 3323R filter config- 
ured as a 1 hertz low-pass filter of unity gain. This 
provided a smooth voltage ramp that was fed to one 
input of a multiplier. The other multiplier input was 
fed by an Exact 605 function generator set for 5 hertz 
and 10 volts peak output. The resulting output from 
the multiplier was fed to the servo controller and the 
ram displacement was as shown on figure C-2. The 
ramp generation program is discussed in detail in 
appendix C 1. 

A sinusoidal input voltage resulted in an acceleration 
waveform that appeared to be quite sinusoidal. On 
closer examination using a spectrum analyzer, the 
harmonic content of the acceleration waveform was 
found significant. Tuning the servo controller gains 
and adding rate stabilization improved the waveform 
to an acceptable level. The final adjustments yielded 
a waveform with all harmonics at least 20 decibels 
below the fundamental with most 40 decibels below. 

Data Acquisition System 

Test data were collected both visually and electron- 
ically. Visual data collection was accomplished 
through the use of two television cameras connected 
to two video tape recorders. Electronic data collec- 
tion used eight accelerometers and an LVDT to meas- 
ure model and test fixture behavior. The data from 
these transducers were multiplexed and digitized by 
an HP-2250 measurement and control processor and 
were then transferred to an HP-1000 minicomputer 
that stored the data on hard disk. 

Visual data collection used two color television cam- 
eras connected to two video tape recorders. One 
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camera was positioned above the model and the 
other on a side. Digital timers were mounted near the 
model in view of the cameras to provide a time ref- 
erence on the video tape. The timers were controlled 
by the ramp generation program on the HP-85 corn- 
puter. A 1-kHz square wave was generated by the 
HP-3325 synthesizer/function generator and fed into 
an actuator/digital output card in the 3497. From 
there, it fed the digital timers. The program on the 
HP-85 used the 3497 to turn on the 1 kHz signal to 
the timers and then started the d-c ramp. Refer to 
appendix Cl for details of this program. Other visual 
measurements of the model were made manually be- 
fore and after each test. 

Electronic instrumentation consisted of eight accel- 
erometers, five of which were embedded in the ac- 
tual model, three were mounted on the test fixture 
(one vertically and one horizontally) and one on the 
actuator. The LVDT in the actuator provided displace- 
ment information. 

The accelerometers embedded in the model were 
Entran Model EGA-l 25-50 and EGA-l 25-l 00 
miniature accelerometers weighing only 0.5 gram. 
These accelerometers had peak ranges of 5 g and 
10 g and were of the strain gauge type. They were 
coated in beeswax to alleviate problems from mois- 
ture contamination. The signals from these five ac- 
celerometers were sent to Measurements Group 
Model 23 10 signal conditioning amplifiers where the 
signal was amplified and scaled to 5 volts per peak 
g. The accelerometers mounted on the test fixture 
and actuator were Columbia Model 302-6 charge- 
type accelerometers. The signals were sent to Co- 
lumbia Model 9000 change amplifiers for amplifica- 
tion and scaling to 5 volts per peak g. All 
accelerometers were calibrated individually against 
an accelerometer standard at 5 hertz and 1 g peak. 
The calibration factors for each transducer were en- 
tered into a file in the HP-l 000 minicomputer for use 
in processing the data. The program CALFAC creates 
the calibration factor file and is described in appendix 
C2. The LVDT in the actuator feeds its signal to the 
MTS servo controller where it is amplified and scaled 
to 20 volts per inch (508 volts/mm). 

The signals from the eight accelerometer condition- 
ing amplifiers and the LVDT conditioner as well as 
the input signal to the servo controller (the output 
from the multiplier) were sent to channels 17 through 
26 of the HP-2250 measurement and control pro- 
cessor. The HP-2250 provided input filtering by 
means of a low-pass filter with its 3-decibel point at 
7.5 hertz and a 6 decibels per octave rolloff. This 
input filtering was necessary to eliminate high- 
frequency noise caused by the actuator dither and 
bearing tables. Attenuation of the 5-hertz funda- 
mental was compensated for with an adjustment of 
the transducer scale factors used to process the raw 
data after the test. 

The input filtering was done by an HP-255408 signal 
conditioning module located on the HP-25502A 
32-channel high-level multiplexer card. The multi- 
plexer card scanned the 10 inputs at a rate of 1000 
channels per second, giving each channel 20 samples 
per cycle of the 5-hertz fundamental. The multiplexed 
signal was then sent to an HP-25501 A 16-channel 
high-speed analog input card where the signals were 
digitized. The digitized data were then transferred to 
the HP-1000 minicomputer, which put the data on 
hard disk. This was accomplished by programs op- 
erating simultaneously in the HP-2250 processor 
and the HP-1000 minicomputer. This transfer pro- 
cess is described in detail in appendix C3. 

The digitizer in the 2250 provides 14-bit resolution 
with an auto ranging input. Maximum full-scale input 
is + 10 volts, and so with the 5 volts per g calibration 
of the accelerometer input signal, the minimum ac- 
celeration resolution was 0.00024 g. The acceler- 
ometers have a linearity of 1 percent making the 
acceleration data accurate to within about 0.1 g. 

Data acquisition was triggered by the ramp genera- 
tion program running on the HP-85 (see appendix 
Cl). When the program closed the contacts on the 
actuator/digital output card in the HP-3497 to start 
the digital timers, it also closed a set of contacts to 
operate the external trigger on the HP-2250. The 
HP-2250 was in a wait state before this and on this 
trigger signal it started data acquisition. The 
HP-1000 minicomputer program was waiting for 
data from the 2250. The whole data collection and 
transfer process is described in appendix C3. 

The data collected during the test were transferred 
to the HP-1000 in raw binary form as two 16-bit 
words to obtain a high transfer rate. The first word 
and part of the second contain the binary value of 
voltage and the rest of the second word contains a 
code for the gain of the A/D converter input. When 
the data were taken off of disk, they were converted 
to actual voltage values. In addition, to maintain a 
high data-transfer rate, zero correction of the read- 
ings was not done. To do zero correction, the zero 
offsets were measured just before the test by short- 
ing the inputs and then reading the resulting voltage. 
These values were stored for subsequent correction 
of the data. The program ZEROC measured these 
zero offsets and stored them. See appendix C4 for 
details on this program. 

A procedure and checklist for testing is included as 
appendix C5. 

Data Processing Software 

Processing of the test data was limited to only two 
functions: (1) plotting on CRT and hardcopy, and (2) 
transfer of data to the Cyber mainframe. Plotting the 



data provided feedback after a test so that data va- 
lidity could be verified. Transfer of the data to the 
Cyber provided the acceleration data to the Dams 
Branch for analysis in their displacement dynamics 
program. 

The program PLOT provided the capability to plot 
out up to 15 seconds of data from up to three se- 
lected channels on the HP-1310 graphics display or 

on the HP-9872 plotter. The program CONVERT 
converted raw data into a form acceptable for use 
by the DYNDSP program on the Cyber. Data transfer 
was then accomplished by writing the converted 
data on a tape and then logging onto the Cyber and 
reading the tape using TEXT mode. See appendix C6 
for descriptions of the plotting program, conversion 
program, and the transfer process. 
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APPENDIX Cl 
RAMP GENERATION PROGRAM 

The ramp generation program serves three func- 
tions: (1) triggering of the HP-2250 to begin data 
acquisition, (2) digital timer clock-gating, and (3) 
ramp generation. Because of the timing demands on 
the HP-2250 during high-speed continuous data ac- 
quisition, it could not be used to generate the ramp 
and gate the time block. Therefore, it was decided 
to use a “stand-alone” system consisting of an 
HP-B5 and an HP-3497 with an HP-44428 actua- 
tor/digital output card to trigger the HP-2250 and 
gate the clock for the digital timer and an HP44429 
D/A converter card to generate a voltage ramp. The 

following documented program listing gives the de- 
tails of this process. The HP-2250 was triggered 
through the use of the external trigger input on the 
2250 MCI card. 

The procedure for using the program is as follows: 

1. Load the program from the disk. 
2. Run the program. 
3. The operator is prompted for the length of the 

test (this includes 5 seconds of ramping up and 
5 seconds of ramping down). 

4. When the test is ready to be run, push any of 
the function keys to start the test. 
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10 ! ROCKFILL RESEARCH PROJECT - Db-31 
20 , 
;“o j DC RAMP, DATA TRIGGER AND CLOCK START PROGRAM 

50 ! REV, 0 1/84 F , TRAUERS 
60 ! 
‘:r 0 ! TH:I:Ei PRCIGRAM USES AN HP-3497 TO GENERATE A DC V0LTAGE RAMP FR0M O T() 10 
80 ! uoL.'i's IN 5 SECONDS, THE VOLTAGE IS HEt..D FOR A t”R0GRfiMMED LENGTH 0F 
90 ! TIME AND THEN IS RAMPED FROM 10 T0 (3 VOLTS, AT THE START OF THE RAMP 
100 ! A DIGITAL OUTPUT CARD IS USED T0 TRIGGER DATA ACQUISITION AND A CLQCK 
‘I ‘IO ! OSCILLATOR IS ENABLED, 
130 ! 
;$; ; HP 3497 CONFIGURED AS r=oLLows: 

1;” i 
SLOT 0 - HP 444286 ACTUATOR/DIGITAL OUTPUT CARD 

C:HANNEL 0 - COMMON TO NORMALLY OPEN TO 2250 EXTERNAL TRIGGER 
170 ! CHANNEL 2 - COMMON TO NORMALLY QPEN TO CLOCK OSCILLATUR COMMON 
180 ! CHANNEL 3 - COMMON TO N0RMALLY OPEN T0 CL0CK OSCILLATOR HIGH 
1YO ! SLOT 1 - HP 444291 DUAL OUTPUT O--+/--10 VOLT D/A CONVERTER 
200 ! CHANNEL 0 - T0 MULTIPLIER INPuT 
210 ! 
22O ! INITIALIZATI(3N 0F DIGITAL 0UTPUTS 
230 ! 
240 OUTPUT 709 USING “K” j “SI” 
ES0 CLEAR 

. . 26 0 ! 
27O ! ENTRY OF TEST DURATIDN 
280 ! 
290 DISP “INPUT TEST DURATION IN SECONDS” 
300 INPUT S 
310 s=s-1 0 
320 CLF’AR 
330 ! - 
340 ! DEF:'INE AND L.ABEL FUNCTION KEYS FOR START 
350 ! 
360 ON KEY* 1 ) 11 e-m..... ---.,-..I) (-J)T() 480 
370 ON KEY# 2, “-----STA” GOT0 480 
380 ON KEYI 3, “RT-------‘I GOT0 480 
390 Qiq KEY# 4, “-.--..----.-‘I G07’0 480 
400 KEY LABEL 
410 ! 
4%O ! HOLD FOR START 
430 ’ 
440 c;0T0 440 
450 ! 
460 ! TEST START 
470 ! 
4t30 CLEAR 
4 Y 0 D I s rJ “TEST RUNNING” 
500 ! 
510 ! CLOSE DIGITAL OUTPUTS O,2,3 
520 ! 
530 0u’I’PIJ’r 709 USING “K” ; "DWO,lCJ" 
540 ! 
550 ! LQCIP T0 RAMP UP D/A VOLTAGE 
“J6,\) ! 
57(] i-OR V=O TO 1UOlO STEP 110 
580 ! 
f;y() ! STRING FC)R u0LTAGE T0 D/A AND OUTPUT OF STRING 
600 ! 
610 0$=“AOl ) 0) “bUAL.$(U) 
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62U OUTPUT 70Y USING “K” ; 0% 
630 NEXT u 
640 ! 
650 ! WAIT AT FULL AMPLITUDE 
660 ! 
670 WAIT s*1000 
680 ! 
690 ! LUOP TO RAMP DOWN D/A VOLTAGE 
700 ! 
710 FOR U=O TO 10010 STEP 110 
720 Ul-10010-u 
730 O$=“AOl) 0) “&UAL.$~Ul 1 
740 OUTPUT 709 USING “K” j 0% 
750 NEXT U 
760 ! 
‘7’70 ! OPEN DIGITAL OUTPUTS 0,2,3 
780 ! 
790 OUTPUT 709 USING “K” i “DWO > 0” 
I300 CLEAR 
810 DISP “TEST COMPLETE ” 
820 END 
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APPENDIX C2 
TRANSDUCER CALIBRATION 

FACTOR FILE 
To translate the raw data taken during a test into 
meaningful numbers, each data point must be mul- 
tiplied by an appropriate scale factor to translate the 
voltage read into actual engineering units. A file was 
created on the computer for each test that held the 
scale factor for each data channel. Additional data 
on each channel were also stored. These included 
the units of measurement, the date of calibration, and 
a description of the measurement. A sample printout 
of a data file is included in this appendix. 

To facilitate entry of transducer scale factors, pro- 
gram CALFAC was written to request the required 

data from the operator and then create a properly 
formatted file to store this data. The operator is 
prompted for each piece of data required. For each 
channel the operator must supply a calibration factor 
in volts per unit of measurement, the units of the 
measurement, the date of transducer calibration, and 
a description of the measurement and a test title for 
the file. The data are displayed for checking before 
they are stored, and then they are written on a disk 
and printed. A documented listing of the program 
follows. 

For successive tests with the same transducers and 
only a test number change, it is easier to edit the 
original file and create a new copy rather than to go 
through the file creation program. 
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Calibration Factor File Cl101 
13:05 PM MON > 1 NW,, lP83 
HP-22SO Measurement and Control Unit 

----- Rockfill Research Project DB-31 -.- Test Five 11/l/83 - . . . . . . . . -“.. 

CHANNEL 

1 
2 
3 
4 
5 

76 
8 
9 

10 
11 
12 
13 
14 
l"j 
lb 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 

:76 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

CALIBRATICM 
FACTOR IN UNITS OF DATE CIF 
VOLTS/UNIT MEASUREMENT CALIBRATION MEASUREMENT DECRIPTION 

0 ,oooooo 
0 ,oooooo 
0.000000 
o,oooooo 
o,oooooo 
o,oooooo 
0.000000 
o*oooooo 
o,oooooo 
o,oooooo 
o,oooooo 
o,oooooo 
0.000000 
o,oooooo 
o,oooooo 
o,oooooo 
3,904950 
3,904950 
3,9049"Jo 
0.000000 
3.904950 
3,904950 
3.9049"Jo 
3,9049"Jo 

23,(32rjOOl 
10,000000 

o,oooooo 
0,000000 
o,oooooo 
o,oooooo 
o,oooooo 
0 ,oooooo 
o,oooooo 
0.000000 
o,oooooa 
o,oooooo 
o,oooooo 
0.000000 
0.000000 
0.000000 
o,oooooo 
o,oooooo 
0.000000 
o,onoooo 
a,oooooo 
o,oooooo 
o,oooooo 
0.000000 

9’5 8/4/83 
g’s 8/4/83 
g’s 814183 

g’s S/4/83 
g’5 8/4/83 
(3’5 814183 
g’s 8/4/83 
inches 8/11/83 
volt5 S/11/83 

NU CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALTBRATIUN FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CAI,IBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATIUN FACTUR SPECIF:CED 
Entran Serial Number 10 
Entran Serial Number 8 
Entran Serial Number 18 
NO ACCELEROMETER THIS TEST 
Entran Serial Number 9 
Actuator Acceleration (SN--74) 
Horizontal Box Fratie Act. (72) 
Vertical Box FraMe Act, (77) 
Actuator LUDT 
Input Ramp Signal 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIHRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
NO CALIBRATION FACTOR SPECIFIED 
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&CALFA T=00004 IS ON CR 00023 USING 00032 BLKS R=OOOO 
lo:48 AM NON, > Y JAN,, 1984 

0001 FTN7X ,Q 
0002 OFILES 0.1 
0003 
0004 
0005 c 
0006 c 
0007 
0008 C 
0009 c 
0010 
0011 c 
0012 c 
0013 c 
0014 
0015 c 
0016 
0017 
0018 
0019 
0020 
0021 
0 022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0 036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
00413 
0049 
0030 
0051 
0052 
0053 
0054 
0055 c 
0056 
0057 100 

PR&RAM CALFAC 

This program is used to establish a file of calibration factors for 
transducers used with the LL~ 13r0 measurement and control unit, 

Each factor will correspond to one channel of analog input on the 
2250 and will be given in the form of volts per unit of measurement, 

The operator is asked to input the channel number, calibration factor 
in volts per unit of Measurement, the unit of measurenent, the 
date of calibration and a description of the measurement. 

A maximum of 48 channels of calibration factors can be input. 

DIMENSION lbuf(200) ! large output buffer 

REAL CalFactor(48) ! array for calibration factors 

INTEGER loganlu ! LU of log-on device 

INTEGER i os ! l/O statu5 return 

INTEGER time(l”J) ! buffer for time and date 

INTEGER printerlu ! printer LU 

INTEGEP start ! starting point of terminal listing 

INTEGER end ! ending point oi tertiinal listing 

INTEGER dumtiy ! dumtiy integer variable 

CHARACTERS1 YORN ! que5tion response input 

CHARACTER*12 CalFile ! ,namr of calibration factor file 

CHARACTERS11 Units<481 ! calibration factor units 

CHARACTERMI Date(48) ! dates of calibration 

CHARACTER*32 Description(48)! measurement description 

CHARACTER*80 TestTitle ! test descriptor phrase 

LOGICAL ex ! file exisrence checker 

DATA printerlu/b/ ! LU of 26318 printer 

loqonlu=LOGLU(dummy) 

CALL LGBUF(Xbuf,200) 

operator check of systeti time 

CALL FTIME(time) 
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0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 
0070 
0071 
0072 
0073 
0074 
0075 
0076 
0077 
0078 
0079 
0080 
0081 
ooa2 
0083 
0084 
0085 
0086 
0087 
0088 
0089 
0090 
0091 
0092 
0093 
0094 
0095 
0096 
0097 
0098 
0099 
0100 
0101 
0102 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 

110 

120 

C 

130 
140 

C 

150 

C 

200 
210 

220 

c 

230 

C existing file is purged if not wanted 

c open file by namr in CalFile 

240 

C 

250 

WRITE (logonlu,llO) time 
FORMAT ('The system time and date are, ',/,15A2,/, 

1 ‘Is this correct (Y or N)?‘> 
READ (loqonlu,l20) YORN 
FORMAT (Al) 
IF (YORN.EQ,'Y') GOT0 200 

if time is incorrect operator its asked to supply the correct t:iMe 

WRITE (logonlu,140) 
FORMAT ('Enter correct system time as’,/, 

1 'HH,MM,SS,MM,DD,YYYY') 
READ (logonlu,*) itimel,itine 2,itime3,itine4,itime5,itiMeh 
iresult=SETTM (itimel,itime 2,itime3,itifie4,itime5,itiMeb) 

check to see that tiMe was properly cjet 

IF (iresult,EQ,O) GOT0 100 
WRITE (logonlu,l!?O) 
FORMAT ('Time was improperly entered') 
GOT0 130 

operator entry of calibration factor file namr 

WRITE (loqonlu,210) 
FQRMAT (//,'Enter the name of the calibration factor ' 

1 'file as' ,/,'FILNAM:SC:CR') 
READ (logonlu,220) CalFile 
FORMAT (Al;?) 

check to see if file already exists 

iline= 
INWUIRE (FILE=CalFile,EXIST=ex,IOSTAT=ios,ERR=90OO~ 
IF (ex) THEN 

WRITE (logonlu,230) CalFile 
FORMAT ('File ',Al2,' already exists',/, 

1 'Do you want to purge the old one',/, 
2 'and repl.ace with a new one (Y or N)?') 

READ (logonlu,l20) YORN 
IF (YORN,EO,'N') GOT0 200 

iline= 
OPEN (100,FILE=CalFile,IOSTAT=ios~ERR=9OOO~ 
iline= 
CLOSE (100,STATUS='DELETE',IOSTAT=ios~ERR=9OOO~ 

ENDIF 

iline= 
OPEN (100,FILE=CalFile,IOSTAT=ios,ERR=9OOO) 
WRITE (logonlu,240) CalFile 
FORMAT (//,'FiLe ',A12,' created for calibration factors',//) 

operator input of test descriptor phrase 
WRITE Clogonlu,25U) 
FORMAT (//,'Enter title for test',/,79X,'<') 
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0178 
0179 
0180 c 
0181 
0182 500 
0183 
oia4 510 
oras 
0186 520 
0107 
0188 
0189 
0190 
0191 C 
0192 
0193 530 
0194 
0195 
0196 540 
0197 
0iYa C 
0199 
0200 
0201 550 
0202 
0 2 0 3 
0204 
0205 
0206 
0207 
0208 
0209 
0210 
02.~ 1 
0212 C 
0213 
0214 
0215 
02l6 bO0 
0217 610 
0218 
0219 
027 ..O 
OX? 1 b20 
0222 
0223 
0224 
0225 b30 
0226 
022'7 c 
0228 
0 2 2 9 
0230 700 
0231 
0232 
0233 
0234 
023” 
023;: 
0237 710 

GOT0 400 

Output Of calibration factors for operator inSpection 

start=1 
end=12 
CALL FTIHE( t ime) 
WRITE (loqonlu,!520) CalFile,time,TestTitle 
FORMAT (///,‘Calibration factor file ’ ,Ai~,/,i5A~,/,Aa0,//,9X, 

1 ‘Calibration’ 
2 

,/,YX,'Factor in’ ,SX,‘Units of’ ,5X, 
‘Date of’ ,4X,‘Heasurement’,/,‘Channel Volts;/Unit ’ 

3 ‘Measurement Calibration Description’ 1 

display first 12 channels on screen 

1 
WRITE (loqonlu,540) (Channel,CalFactor(Channel),unirs(Channelj) 

2 
Date(Channel),Description(Channrl), 
Channel=star t ,end 1 

FORMAT (14,F15~b,2X,A11,4X,A8>3X>A32~ 

ask operator if these factors are OK 

WRITE (loqonlu,550) 
FORMAT (‘Are these factors, units and date% correct (Y or Nl?') 
READ (loqonlu,l20) YORN 
IF (YORN,EQ,‘Y’) THEN 

start=start+l;? 
IF (start,GT.48) GOT0 600 
end-end+12 
GOT0 510 

ELSE 
GOT0 400 

ENDIF 

write correct data file to disc 

iline=bOO 
CALL FTlHE(tiMe) 
WRITE ~iO~,blO,IOSTAT=ios,ERR=9000) time,TestTitle 
FORMAT (‘Calibration factor file for HP-“~~50’,/,15A~,/,ASU) 
WRITE (100,620,10STAT=ios,ERR=9000~ (Channel, 

1 CalFactor~Channel~,UnitsO,Date~Channel~~ 
2 Description(Channelj,Channel=1,48) 

FORMAT (I~,F10,7,X,Al¶,X,AR,X,nn2) 
i line=620 
CLOSE (lOO,STATUS=‘KEEP’,IOSTAT=ios,ERR=90aa) 
WRITE (loqonlu,630) CalFile 
FORMAT (//,‘Calibration factors written to file ‘,AlZ.) 

write calibration factor file to printer 

WRITE (printerlu,700) CalFile,time,TestTitle 
FORHAT (26X, ‘Calibration Factor File ‘,Al2,/,~~bX,lSA~,/,26X, 

1 ‘HP-2ZiO Measurement and Control Unit’,//,ZbX,ABO,//, 
2 35X,‘CALIBRATION’,/,35X,‘FACTOR IN’,SX,‘UNXTS OF’, 
3 5X, ’ DATE OF ’ ) / > 26X > ’ CHANNEL VOLTS/UNIT HEASIJRI:ME:NT ’ 
4 ‘CALIBRATION MEASUREMENT DECRIPTION’,/) 

WRITE (printerlu,710) (Channel,CalFactor(Channel),Unizs(Channelj~ 
1 Date(Channel),Description(Channel),Channel==l~48) 

FORMAT (130,F15,6,2X,A11,4X,A8>3X,A32) 
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0238 GCITO 9500 
0 2 3 9 
0240 r 
0241 ’ 

x/c) error hancilinc) routine 

0242 9000 WRITE (~oganlu,9010> ios;,il.ine 
0243 9010 FORMAT ('Error encountered = ',Ib,' at iline = ',I6J) 
0244 
0249 9500 WRITE Cprinterlu,'(lHl)') 
0246 STOP 
0247 IWI) 
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APPENDIX C3 
DATA ACQUISITION AND 
TRANSFER SOFTWARE 

High-speed continuous data acquisition on the 
HP-2250 Measurement and Control Processor re- 
quires coordinated programs to be running concur- 
rently on the HP-2250 and on the HP-1000 
minicomputer. Most of this software was written by 
Hewlett-Packard and purchased with the 
HP-25581 A Automation Library. 

Operation of continuous data acquisition (CDA) on 
the HP-2250 and HP-1000 is as follows: An MCL 
(measurement and control language) program is 
downloaded to the HP-2250 from the HP-l 000 us- 
ing the MCX utility. This program clears the HP-2250 
memory, downloads the binary absolute program 
!CDA, sets scan rate and channels to be scanned, 
defines type of data transfer, defines start mode, and 
then waits for the GRAB program to run on the 
HP-1000. A listing of this MCL program is included 
in this appendix and has file name INFILE. 

The HP-1000 minicomputer had two programs in it 
that were waiting to receive data from the HP-2250. 
These programs were supplied by Hewlett-Packard 
and have the names &GRAB and &GRAB2.’ Listings 
are included in this appendix. To use these for data 
acquisition an ID segment is created for GRAB2 and 
GRAB is run. After GRAB completes some initial 
housekeeping tasks, it schedules GRAB2, sends a 
bus trigger to the HP-2250 and then waits for the 
HP-2250 to say it has data. 

When the HP-2250 receives the bus trigger from 
GRAB, the binary absolute program is activated. It 
waits for an external trigger, then starts collecting 
data and puts it in a buffer. When the buffer is full, 
it asserts the EOI line on the HPIB and continues to 
collect data sending it to a second buffer. The 
HP-1000 minicomputer senses the EOI and GRAB 
starts again. GRAB empties the first buffer of data. 
It then writes this data on a disk. While the data are 
being written on the disk, the HP-2250 fills the sec- 
ond buffer and asserts EOI again. GRAB2 responds 
by emptying that buffer while GRAB is writing on the 
disk. These programs keep alternating execution to 
keep up with the data coming from the HP-2250. 
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10 JAN., 
INF'ILE Tr=00004 IS ON CR 00023 USING 00004 BLKS R=OOOO 

8:15 AM TUE., 

0001 
0002 Documented 2250 CDA input file 
0003 aw+t+sCAUTION -- will not run with comments 
0004 
0005 NTASKS(O)! clears 2250 memory 
0006 SET RESULTS OFF turns off output to host 

1984 

computer 
0007 WRITE SUBROUTINE !CDA downloads CDA subroutine from host 
0008 IF HT=l ENDIF waits here for GRAB to run in host 

computer 
computer 

0009 CPACE (O,l,O) set channel pace mode at 1 millisecond interuals 
0010 CDA (6144,2) start CDA with 6144 word buffer when external 
0011 trigger occurs 
0012 WPCICE wait for pace pulse 
0013 TRANSFER use raw data transfer Mode starting at slot Z!!, 
0014 AI(2!,1,10) channel 1 for 10 channels 
0015 ! execute 
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&GRAB T=00003 IS ON CR OOOlY USING 00142 BLKS R=OOOO 
7:5Y AM TUE ‘) 10 JAN., 1984 

0001 FTN4X, L. 
0002 
0003 * 
0004 % 
0005 
0006 % 
0007 % 
0008 36 
0009 * 
0010 * 
0011 s 
0012 .x 
0013 * 
0014 
0015 
0016 * 
0017 * 
0018 * 
0019 Q 
0020 
0021 
0022 34 
0023 * 
0024 E 
0023 
0026 
0027 
0028 * 
0029 
0030 34 
0031 
0032 * 
0033 
0034 @ 
0035 34 
0036 * 
0037 34 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0092 
0053 
0094 
0055 
0056 
0057 

’ Program GRAE(3,41),2’5581-16005 REV,2101 (830722.0758) 
Source Code Part #:25581-18005 W II 

modified by F.T. 7/22/83 to check for opsys=-45 

This program will perform psuedo class I/O on the disc and HPIB 
via father/son scheduling scheme. Data transfer from 2250 to 
disc is implemented with the use of global resource numbers 
representinq semaphores to each of the two routines, Each routine 
must unlock the resource number it was currently using and then 
attempt to lock the resource that it wants; effectively this is 
a wait on a semaphore. The name of the son being scheduled is 
GRAH2. 

Each of the two routines will manage its own track size buffer. 
Each will attempt to read from the HPZH and then attempt 
to write its buffer out to the disc. These routines must be 
core resident to insure high speed operation, 

Prior to execution of the data transfers, a data collection file 
is created (if one does not exist) which starts and ends on a track 
boundary, This is to assure maximum data rate transfer. 

the RU command is:- 

RU,GRAH, 2250 LU, data file, [model 

where namr for each file is: filename:sc:l.u:type:size 

and mode = 0 for just creating data file and not filling file. 
= 1 for filling file once b stopping, 
= -1 for wrappinq around and continually filling file until 

a system break or HPIB timeout occurs. 

implicit iriteqer (a-2) 

dimension buffer(8192) data transfer buffer 
dimension buff1 (4096) half track buffer 1 
dimension buff2(4096) half track buffer 2 
dimension parant 14) buffer for parameters to GRAB2 
dimension data(3) data collection file 
dimension dcb(l44) data control block for “data” 
dimension dcbt(I44) data control block for temp file 
dimension son(3) name of son proqram 
dimension crstat(4,50) cartridge status buffer 
dimension tempfl(3) name of temporary file to treat hole 
dimension cmdbuf(40) buffer for command string 

64 



0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 * 
0070 
00’71 
0072 
0 073 
0074 
0075 
0076 
0077 
0070 
00’79 % 
0080 % 
0081 
0082 
0083 
0084 
OOEE 
0086 
0087 * 
0088 * 
0089 
0090 
0091 
0092 
0093 
0094 
0095 
0096 
0097 
0098 
0099 
0100 
0101 
0102 
0103 * 
0104 
0105 
0106 

dit+ension prnbuf(l0,3) ! buffer for namr parsing 
dimension nesaget5) ! buffer to send system message 

integers4 tracks ! nunber of tracks in data collection fil 
in teger*4 size ! number of records in ’ I, I 
integer*4 actsiz ! actual size of a created file 
integers4 tenpsz ! size of temporary file 
integer*4 la5trc ! last record value 
in teger*4 trunc ! number of records to truncate 

The following equivalences allow sharing of the large “buffer” array. 

equivalence (buff1 ,buffer(l)) 
equivalence IbuffZ!,buffer(4097)) 
equivalence (cndbuf,buffer(l)) 
equivalence (prnbuf,buffer(lOl)~ 
equivalence (debt ,buffer (201)) 
equivalence (crstat ,buffer (501)) 

The following equivalences point into the dcb of the data collection filE 
to determine information concerning disc access to the file, 

equivalence (trackl,dcb(4)) ! first track of data file 
equivalence (sector,dcb(SI) ! first sector of data file 
equivalence (aectrk,dcb(9)) ! sectors, per track 

The following equivalences nap parameters needed by the son progran into 
a common data buffer, 

equivalence (data,paran(l)) 
equivalence (seccod,paran(4)) 
equivalence (tracks,paran(Ei)) 
equivalence (node,paran(7)) 
equivalence (loq ,paran(8)) 
equivalence Inaclu,paran(9)) 
equivalence (disclu,paran(lO)) 
equivalence (discwr,paran(¶l)) 
equivalence (nacrn ,param(lZ) 1 
equivalence <discrn,parantl3)) 
equivalence (class,parantl4)) 

Constants 

data son / ‘GRABZ’ / 

! name of data collection file 
! security code of data file 
! number of tracks in data file 
! node: nornal(0) or wrap(l) 
! lu of logon device 
! lu of 22!50 
! lu of disc (where data file is) 
! control word for exec disc write 
! 2250 resource number 
! disc resource number 
! class nunber 

! name of 5on program 

0107 *%x.*%t2**2***k~x 
0108 @ Line 10 * 
0109 kk*##**+X*YII*** 
0110 data mesage/ ’ ‘/ 
0111 
0112 
0113 

! system message (IIPIB timeout) 
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0185 
0186 
0187 x 
0188 * 
0189 * 
0190 * 
OlYl * 
0192 k 
0173 
0194 
0195 
0196 
0197 
0198 
0199 
0200 
0201 
0202 
0203 * 
0204 
0205 
0206 
0207 
0208 
0209 
0210 
0211 3s 
0212 
0213 
0214 
0215 
0216 
0217 
0218 
0219 
0220 36 
0221 
0222 
0223 
0224 
0225 
0226 * 
0227 
0228 
0229 
0230 
0231 
0232 
0233 36 
0234 
0235 
0236 
0237 

The data collection file must be a type 1 file, Start on a track 
boundary (first sector is sector 01, and must have a whole number 
of tracks (size is evenly divisible by records/track). If the 
specified data collection file does not exist, one is created to 
meet the above requirements. If the file already exists, it is 
checked to make sure it meets the above requirements, 

call open (dcb,err,data,l,seccod,-disclu) 
if (err,lt,O #and. err.ne.-6) then 

! try and open the file 

writetlog,’ (/“Cannot open data file, FMGR error: “14/)‘) err 
goto 9999 . 

endif 

if (err.ge,O) got0 340 

Creat a data collection file. 

! file already exists 

write(log,’ (/“Creating data collection file, -“)‘) 

if (size.eq.0) then ! if specified size is 0 default 
size = -1 ! size to rest of cartridge 

endif 

Creat a trial file to deternine starting sector h sectors/track, 

act5iz = 0 
call ecrea (dcb,err,data,size,l )seccod,-disclu,l28,actsiz) 
call purge tdcb,err,data,seccod,-disclu) 

rectrk = sectrk/2 ! compute records/track 
tempsz = rectrk-(sector/2) ! compute extra records 

If file did not start on a track boandary, then treat temporary file. 

if (tenpsz.ne.rectrk) then 
call crets (dcbt,err,i,tempfl,tenpsx,l,sercod,-disclu>l28) 

endif 

Try creating the data file again. 

call ecrea (dcb,err,data,size,l,seccod,-disclu)l28>actsiz) 
call purge (dcb,err,data,seccod,-disclu) 

size= ((actsiz/;! - l)/rectrk + 1 j * rectrk ! compute whole # of track 

Creat the real data file with the modified size. 

call ecrea (dcb,err,data,site,l,seccod,-disclu~l28~actsiz) 
if(err.lt.0) then 

writeclog, ‘(/“Cannot create file, FMGR error: “14)‘) err 
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0238 
0239 
0240 
0241 
0242 
0243 
0244 
0249 
0246 
0247 
0248 
0249 
0250 
0251 
0232 
0253 
0254 
0255 
0256 
0257 
0258 
0259 
0260 
0261 
0262 
0263 
0264 
0265 
0266 
0267 
0268 
0269 
0270 
0271 
0272 
0273 
0274 
0275 
0276 

got0 9999 
endif 

if (tempsz.ne.rectrk) then ! purge temporary file 
call purge (dcbt,err,tempfl,seccod,-disclu) 

endif 

call open (dcb,err,data,l,seccod)-disclu) 

* Check status of data collection file. 

340 call elocf (dcb,err,tempsz,c,d,actsiz>e,ftype,f) 

rectrk = Fiectrk / 2 ! compute records/track 
size = actsiz / 2 ! convert sector5 to retards 
tracks = size / rectrk ! compute number of tracks 
track1 = track1 + tracks ! compute last track boandary 
bsize = rectrk x 128 ! compute data buffer size 

write(log,350) data,ftype,size,hsize 
350 format(/"File "3F\2" [type "Il"3 size: “I6 

1 M records (128 words/record)"/"Data buffer size: “16” words”/) 

if (sector.ne.0) goto 360 ! check starting sector 
if (size.ne,.(tracksxrectrk)) goto 360 !check size 
if (ftype.ne.1) then ! check type 

360 writetlog,’ (/“Illegal data file,"/)') 
qoto 9998 

endif 

if (mode.eq.0) goto 9998 

0277 
0278 
0279 % 
0280 
0201 
0282 
0283 % 
0284 
0289 
0286 
0287 
0288 
0289 
0290 
0291 
0292 
0293 
0294 
0295 
0296 * 
0297 

Tell the HPIB driver all about DMCI, EOI, and SHQ. 

call cnfg (maclu,1,370OOB) 

Allocate resource numbers and class number for 2250 4 disc. 

call rnrq (33B, macrn, stat) 
call rnrq (30B, discrn, stat) 
if (stat.eq.4) then 

writetloq, '(/"No resource number available.“/)‘) 
got0 9999 

endif 

class = 0 
call exec (2O,O,buffer,O,O,O,class) 
call exec (21 ,class+20000B,buffer ,O) 

Schedule GRAH2, 
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0306 
0307 
0308 * 
0309 +t 
0310 
0311 
0312 
0313 
0314 
0315 
0316 
0317 
0318 
0319 
0320 
0321 
0322 
0323 
0324 
0325 
0326 
03’27 
0328 
0329 * 
0330 * 
0331 * 
0332 * 
0333 * 
0334 * 
0335 34 
0336 * 
0337 
0338 
0339 1000 
0340 
0341 
0342 
0343 
0344 
0345 
0346 
0347 
0348 
0349 
0350 1010 
0351 
0352 
0393 
0354 
0355 
0356 
0357 

We’re now ready to start CDA. GRAB2 has already been scheduled and 
is waiting to run. 

if (node.lt.0 #and. tracks,eq.l) then ! set track step size 
step = 1 

else 
step = 2 

endif 

ctrack = track1 ! set track pointer 
pass = 0 ! initiallite pass counter 

call exec (2l,class+20000B,buffer,0) ! wait for GRAD2 

write (log, ‘(/“Start CDA, “/)‘) 

call trigr (maclu) ! wait for HPIH trigger 
got0 1010 ! don’t relock macrn 

This is the main loop. The loop will lock the 2250 and fill 
the buffer, After the buffer is full it will unlock the 2250 
which should fire up the son. This routine will then attempt 
to lock the disc and write out the buffer to it, When it 
has finished writing to the disc it will unlock the disc 
resource number. The loop will terminate either when the data 
collection file is filled (mode=l), on a system break comMand, 
Or an liPID tifieout condition, 

call rnrq (3B,nacrn,stat) ! lock 2250 

ctrack = ctrack + step ! bump track counter 
if (ctrack.ge,trackl) then ! check for end of file 

pa55 = pa55 + 1 ! bump pass counter 
if (tiode,eq,l) goto 2020 ! terninater a if in normal mode 
ctrack = ctrack - tracks ! reset track counter 

endif 

if (ifbrk (dummy)) 2000,lOlO ! check system break 

call exec (l,naccwd,buffer,bsize) ! read a buffer from 2230 
call abreg (a,b) ! read length of transfer 
if (b.ne.bsize) goto 2010 ! if not full, terninate 

call rnrq (7B,macrn,stat) ! unlock 22.90 
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0358 
0359 
0360 
0361 
0362 
0363 
0364 
0365 
0366 
0367 
0368 
0369 
0370 
0371 
0372 
0373 
0374 
0375 
0376 
0377 
0378 
0379 
0380 
0381 
0302 
0383 
03134 
0385 
0386 
0387 
0388 
0389 
0370 

call rnrq (JB,discrn,stat) ! lock disc 

call exec (2,discwr,buffer,bsize,ctrack,0) ! write to disc 
write (log,*) ctrack ! print track just written 
call mess5 (mesage,lO) ! send message to op system 

call rnrq (7B,discrn,stat) ! unlock disc 

got0 1000 ! go back and read the 2250 again 

* This is where program terminates because of a system BREAK. 

2000 call rnrq (3B,discrn,stat) ! wait for GRAB2 to finish 
got0 2030 

* This is where program terminates because of incomplete buffer from 2250, 

2010 writetloq, ‘(//“Incomplete buffer read.“)‘) 
if (ctrack.eq.trackl #and. pass*eq.O) goto 2040 

z This is where program terminates because file is filled and mode = 1. 
0391 
0392 2020 
0393 
0394 
0395 
0396 
0397 
0398 
0399 
0400 
0401 
0402 
0403 
0404 
0405 
0406 
0407 2030 
0408 
0409 
0410 
0411 2040 
0412 
0413 
0414 
0415 
0416 
0417 

call rnrq (7B,macrn,stat) ! let GRAR2 finish with 2290 

call exec (2l,class+20000B,buffer~2) ! wait till GRAB2 is done 

total1 = (pass*tracks) + ctrack - track1 ! total tracks by GRAB 
total2 = (buffer(l)*tracks) + buffer(2) .- track1 ! total by GRAB2 

if (total2,qt.totall) then 
ctrack = buffer{21 ! take largest track pointer 

else 
pass = buffer(l) ! take smallest pass counter 

end if 

ctrack = ctrack - 1 ! modify pointer to show last track 

if tctrack,le.trackl) then 
ctrack = ctrack + tracks 

endif 

! retrack last track if wrap around 

lastrc = (ctrack-track11 + rectrk ! convert to records 
if (pass.eq,O) then ! truncate file is necessary 

trunc = size - lastrc 
size = lastrc 

else 
trunc = 0 

endif 
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0418 
0419 
0420 2050 
0421 
0422 
0423 
0424 
0425 
0 4 2! 6 
0427 
0428 
0429 
0430 2075 
0431 
0432 
0433 2080 
0434 
0435 
0436 
0437 
0438 
0439 
0440 
0441 
0442 
0443 
0444 
0445 
0446 
0447 
0448 
0449 
0450 3000 
0451 
0452 
0453 

at Clean-up and terninate. 0454 
0455 
0496 
0457 
0458 
0459 
0460 
0461 
0462 
0463 
0404 
0465 

call exec (b,son) ! terminate the GRAB2 

call rnrq (40B,discrn,stat) ! de-allocate resource numbers 
call rnrq (40b,macrn,stat) 
call exec (2l,class+10000OB,buffer,0) ! de-allocate class t 

call open (dcb,err,data,O,datasc,datacr) ! open file exclusively 
9998 cdl.1 eclos (dcb,err,trunc) ! close (and truncate) 

9999 end 

write (loq,2050) pass, size 
format (//Ib,” passes through file. I, 19 II records written, ‘I/) 

if (lactrc.ne.size) then ! shuffle data into 
step = lastrc / rectrk ! chronological order, 

do 3000 sectr = 0, sectrk/2!, sectrk/2 ! two passes, half tracks. 
count = 0 ! initiallize counter 
strack = track1 ! set starting track to track 1 

ctrack - strack 
call exec: (l,disclu,buffl,bsize/2>strack,sectr) ! 5aue start tr 

ptrack = ctrack ! set previous track to current trk 
ctrack ‘I- ctrack + step ! bunp current track 
if (ctrack,qe,trackX) then 

ctrack = ctrack - ?racks 
endif 

count = count + 1 

if (ctrack.ne,strack) then 
call exec (l,disclu,buff2,bsize/2>ctrack,sectr) 
call exec (2,discwr,buff2,bsize/2)ptrack,sertr) 
qoto 2080 

end if 

call exec (2,discwr,buffl,bsize/2,ptrack,sectr) !store start trk 
strack = strack + 1 ! set new startinq track 
if (count.ne.tracks) qoto 2075 
continue 

endif 
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&GRAD2 T=O0004 3s ON CR 00019 USING 00024 DLX$j R=OOOO 
8:02 AM TUE., 10 JAN, > 1984 

0001 FTN4X,L 
0002 Program GRAb2(3,41),25J81-16006 REV.2101 (830722.0817) 
0003 * Source Code Part #: 25581-18006 ti II 
0004 
0005 * 
0006 * 

This program is scheduled by GRAD to execute simultaneously with 
GRAD and collect CDA data from the 2250 and transfer it to a disk. 

0007 * While GRAB is reading data from the 2250, GRAD2 is writting it’s 
0008 * previously read data to the disk, and vita verca. This program never 
0009 * tertiinates itself) but rather is terminated by GRAB. 
0010 
0011 
0012 c~~~~~Ylu..~~~~u~~~u~~u.~~u~~~~~~~~u.~~x~~~~u.~~u~u~~u~~~~*~~~~u~~~~x~~~~u~u~~~~~~x~~u~~~u~~ 
0013 ~~~u.u.~u.u.u.u.u.u.Cu.~u.ku.~ku~~u~u~~~u.~u.~u~~~u~~~~u~~~u~~u~u~*~~u~~~~u~u~u~~~u~u~~~~u~u~u~~u~*u~u~u~u~ 
0014 
001s 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 k 
0029 * 
0030 
0031 
0032 
0033 
0034 
0035 * 
0036 * 
0037 

OOE 
0040 
0041 
00 42 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 

implicit integer (a-2) 

ditiension buffer(8192) ! data transfer buffer 
dimension dcb(144) ! data control block for “data” 
dimension data(3) ! data collectin file 
dimension parant 14) ! buffer to hold parmeters from father 

integer*4 tracks ! number of tracks in data collection file 

The following equivalences point into the dcb of the data collection file 
to determine information concerning disc access to the file, 

equivalence (trackl,dcb(4)) ! first track of data file 
equivalence (sectrk,dcb(9)) ! sectors per track 

the following equivalences map paramerters sent from the father program 
into a common data buffer I 

equivalence (data,param(l)) ! name of data collection file 
equivalence (seccod,param(4)) ! security code of data file 
equivalence (tracks,param(S)) ! number of tracks in data file 
equivalence (tiode,param(7)) ! mode: normal(O) or wrap(l) 
equivalence (log ,param(8)) ! lu of logon device 
equivalence (maclu,param(9)) ! lu of 2250 
equivalence (disclu,param(lO)) ! lu of disc .(where data file is) 
equivalence Idiscwr,param(ll)) ! control word for exec dixk write 
equivalence (macrn,param(12)) ! 2230 resource number 
equivalence (discrn,paran(l3)) ! disc resource number 
equivalence (class,param(l4)) ! class number 
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0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 
0070 
0071 
0072 
0073 
0074 
0075 
0076 
0077 
0 078 
0079 
ooao 
0081 
0082 
0083 
0084 
0085 
0086 
0087 
0088 
0089 
0090 
OOYl 
0092 
0093 
OOY4 
0093 

0096 
0097 
0098 
0099 
0100 
0101 
OlQ2 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 

call exec (14,l,param,14) ! fetch parameter5 from father 

call exec (22!,1) ! do not 5wap out of memory 

call open (dcb,err,data,l,reccod,-disclu) 

maccwd = maclu + 100B 
bsize = 

! set control word for binary read 
(sectrk/E?) * 128 ! compute data buffer size 

track1 = track1 + track5 ! compute last track boundary 

if (mode.lt.0 #and. tracks.eq.1) then 
step = 1 

else 
step = 2 

endif 

ctrack = track1 - 1 ! initialize track pointer 

pa55 = 0 ! initialize pas5 counter 

call exec (20,O,buffer,O,O,O,class) ! siqnal GRAB 

* This is the main loop. The loop will lock the 2250 and fill 
* the buffer. after the buffer is full it will unlock the 2250, 
* lock the disk and write it’s buffer to the disc, Then it 
% will repeat the sequence. 

1000 call rnrq (JB,macrn,stat) ! l.ock 2290 

ctrack = ctrack + step ! bunb track counter 
if (ctrack.qe.trackl) then ! check for end of file 

pass = pass + 1 ! bump pass counter 
if (mode.eq ,l) goto 2000 ! suspend, if in normal mode 

ctrack = ctrack - tracks ! reset track counter 
endif 

call exec (1 ,maccwd,buffer ,bsize) ! read a buffer from 2250 
call abreg (a,b) ! read length of transfer 
if (b.ne.bsize) goto 2000 ! if not full, suspend 

call rnrq (7B,macrn,stat) ! unlock 2250 

call. rnrq (3B,discrn,stat) ! lock disc 

call exec (2,discwr,buffer,bsize,ctrack,0) ! write to disc 
write ~loq,‘I1OX”“I4”“~‘~ ctrack ! write track just written 

call rnrq (7B,discrn,stat) ! unlock disc 
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APPENDIX C4 
ZERO CORRECTION 

FACTOR MEASUREMENT 
The stringent timing requirements placed on the 
HP-2250 and minicomputer during high-speed data 
acquisition require that zero offset correction for each 
channel be done after the test. To correct for zero 
offsets, a measurement of these offsets can be done 

just before a test and assumed not to change during 
the test. The program ZEROC was written to assist 
in this procedure. This program is run just before a 
test. It instructs the operator to short the input to 
each channel to be used successively, then measures 
the voltage at that input. These voltages are then 
written on a disk file for zero correction when the 
data is processed later. A sample output and a doc- 
umented listing of the program follows. 
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&ZERO T=00004 IS ON CR 00023 USING 00037 BLKS R=OOOO 
7:50 AM TUE a, 10 JAN,, 1984 

0001 FTN7X,Q 
0002 6FILES 0,l 
0003 
0004 
0005 c 
0006 c 
0007 c 
0008 
0009 c 
0010 c 
0011 c 
0012 c 
0013 c 
0014 c 
0015 
0016 c 
0017 c 
0018 C 
0019 c 
0020 c 
0021 c 
0022 c 
0023 
0024 c 
0025 c 
0026 c 
0027 C 
002s 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0053 
0054 
0055 
0056 

PROGRAM ZEROC 

This PrOQrdM is used to develop a file of zero correction factors 
for each channel to be used with continuous data acquisition tCDA) 
on the HP-2230. 

Since CDA does not perform zero correction on the readings that it 
takes, it is necessary to determine the correct zero correction 
factor for each channel and then subtract it from each readinq after 
CDA is terminated. This program should be used immediately prior 
to the start of CDA. The data file it generates should be kept with 
the CDPI file to provide zero correction for the CDA data file, 

This program takes 2 voltage readings from each channel to be used, 
First the AIC (Analob Input Corrected) function is used to obtain 
zero corrected readings, The TRNSFER AI funtion is then used to 
obtain uncorrected readings. The corrected reading is then subtracted 
from the uncorrected reading which yields the zero correction factor, 
The numbers returned by the 2250 are converted to voltage by the 
VOLTS function. 

It is important that the input to each channel be stable during the 
time that the voltage readings are beiny taken, It is advisable to 
short the inputs or tie them to a fixed voltage during this calibra- 
tion cycle, 

DIMENSION ZeroCorrection(48) 

CHARACTER+12 ZeroFile 

CHARACTER+1 YORN 

INTEGER time(15) 

INTEGER WordlC,Word2C 

! zero correction factors 

! zero correction factor datafile 

! question response input 

! buffer for tine and date 

! return data words for readings 
! with corrected values 

INTEGER Wordl,Word2 

INTEGER Slot 

INTEGER First ,Last 

! return data words for readings 
! with uncorrected values 

! beqinning slot of ADC 

! range of channel numbers 
! to be calibrated 

INTEGER Channel ! current channel number 

INTEGER loqonlu ! loq-on terminal LU 

INTEGER printerlu ! printer LU 

INTEGER ios ! I/O status return 
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0057 
0058 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 
0070 c 
0071 
0072 100 
0073 
0074 110 
0075 
0076 C 
0077 
0078 
0079 
0080 
0081 
0082 120 
00133 
0084 
0085 
0086 130 
0087 
0088 
0089 
0090 
OOYl 
0092 
0093 
0094 
0095 
0096 
0077 
0098 C 
0099 
0100 200 
0101 
0102 
0103 
0104 210 
0105 
0106 C 
0107 
0108 
0109 300 
0110 
0111 310 
0112 
0113 
0114 320 
0115 

INTEGER ierr 

INTEGER dummy 

LOGICAL ex 

DATCI naclu/lO/ 

! 2250 error return 

! dummy integer variable 

! file existence’checker 

! LU of 2250 measurement 
! and control processor 

DATA printerlu/b/ ! LU of 2631D printer 

Iogonlu=LOGLU(dummy) ! LU of log on device 

operator input of data file naMe 

WRITE (logonlu, ‘(“Enter data file nane as”,/,“FILNAM:SC:CR”)‘) 
READ (loqonlu,llO) ZeroFile 
FORM&T (Al;?) 

check to see if file already exists 

iline=llO 
INQUIRE~FILE=ZeroFile,EXISTrex,IOSTAT=ios~ERR=9000~ 
IF (ex) THEN 

WRITE (loqonlu,l20) ZeroFile 
FORMAT ('File ',cI12,' already exists',/, 

1 'Do you want to purge the old one’,/, 
2 ‘and replace with a new one (Y or N)‘?‘) 

READ (loqonlu,130) YORN 
FORMAT (Al) 
IF(YORN.eq,‘Y’) THEN 

iline= 
OPEN(100,FILE=ZeroFile,IOSTAT=ios,ERR=YOOO~ 

iline= 
CLOSE(100,STATUS=‘DELETE’~IOSTfJT=ios,ERR=9OOO~ 
GOT0 200 

ELSE 
got0 100 

ENDIF 
ENDIF 

open file by namr contained in ZeroFile 

iline= 
OPEN (100,FILE=ZeroFile,IOSTAT=ios,ERR=9OOO) 

WRITE(logonlu,210) ZeroFile 
FORMAT('File ',Al2,' created for zero correction factors’,//) 

operator entry of range of channels to be calibrated 

WRITE(loqonlu,300) 
FORMAT (‘Enter range of channel numbers to be ‘) 

1 'calibrated' ,/,'first,last') 
RE&D(logonlu,*) First,Last 
IF(First,GT.Last) THEN 

WRITE(loqonlu,320) 
FORM&T ('First channel number was greater than last' ) 

1 ’ channel number, reenter',/,'first,last') 
0116 GOT0 310 
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0117 
01’18 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
0129 
0130 
0131 
0132 
0133 
0134 
0135 
0136 
0137 
0138 
0139 
0140 
0141 
0142 
0143 
0144 
0145 
0146 
0147 
0148 
0149 
0150 
0151 
0152 
0153 
0154 
0155 
0 156 
0157 
0158 
0159 
OlbO 
0161 
0162 
0163 
0164 
Olh5 
Olhb 
0167 
0168 
0169 
0170 
0171 
0172 
0173 
0174 
0175 
0176 

c calculation of beginning slot and channel number 

C 

400 

410 

420 

C 
C 

430 

c loop to determine zero correction factors one channel at a time 

c 

500 

cz 

510 

520 

530 

C 

540 

ENDIF 

IF(First.GT.16) THEN 
Channel=First--16 
Slot=2 

ELSE 
Channel=First 
Slot=1 

ENDIF 

instruct 2250 to calibrate slots 1 and 2 

inline= 
WRITE(mac1u,400,10STAT=ios,ERR=9000) 
FORMAT(‘CLb(l);CLB(2)!‘) 
iline= 
READ(mac1u,IOSTAT=ios,ERR=420) ierr 
IF (ierr,NE,496) THEN 

IF (ierr.NE,O) GOT0 8000 
ENDIF 
GOT0 430 
IF (ios,NE,496) GOT0 9000 
GOT0 410 * 

loop to initialize zero correction factors, 9.9999999 is stored in 
each to indicate that it has not been calibrated 

DO I=l,48 
ZeroCorrection(I)=9,9999999 

END DO 

DO I=First ,Last 

tell operator to short input to current channel 

WRITE (logonlu,500) I 
FORMAT (/,‘Short input to channel ‘,12) ! input to channel 
READ (logonlu,‘(I2)‘) dummy 

read current channel with zero correction 

iline= 
WRITE (maclu,S1O,IOSTAT=ios,ERR=9OOO) Slot,Channel 
FORMAT (‘AIC(‘,Il,‘,‘,I2,‘,1)!‘) 
iline= 
READ (maclu,IOSTAT=ios,ERR=SJO) ierr,WordlC,Word2C 
IF (ierr ,NE,496> THEN 

IF (ierr.NE.0) GOT0 8000 
ENDIF 
GOT0 540 
IF (ios,NE,496) GOT0 8000 
GOT0 520 

read current channel without zero correction 

iline= 
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0177 
0178 550 
017Y 
0180 
0181 560 
0182 
0183 
0184 
0185 570 
0186 
0187 
OlS8 C 
0189 
0170 580 
0191 
Ol<?;! C 
0193 
01'74 
0195 590 
0196 
0197 
0198 600 
0199 
0200 
0201 c 
0202 
0203 
0204 
02205 
0206 
0207 
US08 
0209 
US10 
0211 C 
0212 
0213 
0214 
0215 
0216 7OU 
0217 
0218 c 
0219 
0220 
0x21 710 
0zz.j 
0223 
0224 
OX?5 
0226 c 
ox!7 
0228 
OE?Y 800 
0230 
0231 
02:32 
0233 810 
0234 
0235 8l?O 
0236 

WRITE ~maclu,550,IUSTAT=ios,EHR=9UOOO) SIot,ChanneI 
FORMAT (‘TRANSFER AI(',Il,',',Il?,',l)!') 
iline= 
READ (maclu,IOSTAT=ios,ERR=570) ierr,Wordl,WordS 
IF (ierr,NE,496) THEN 

IF (ierr.NE.0) GOT0 8000 
ENDIF 
GOTCI 580 
IF(ios.NE.496) GUT0 9000 
GOT0 560 u 

calculate zero correction factor 

write voltages and correction factor to operator display 

WRITE (Iogonlu,590) UOLTS(Wordl,Word2),VOLTS(WordlC~Word2C) 
FORMAT (‘Uncorrected voltage = ‘,F10,6,5X,‘Corrected ’ 

‘uoItaqe = ‘,FlO.b) 
WRITE (logonlu,bOO) I,ZeroCorrection(I) 
FORMAT ('Channel',I3,' zero correction factor =‘,F10.6) 

increment channel number and slot number if necessary 

Channel==ChanneI+l 
IF ((Slot.E9.1),AND.(Channel,GT,Yh)) THEN 

Slot=;! 
Channel=1 

ENDIF 

END DO \ 

write title and time to data file 

WRITE (100, ‘(“Zero correction factor file for CD&“)‘) 
CALL FTIME (time?) 
WRITE (100,700) time 
FORMAT ( 1 %I;?) 

write data to data file 

WRITE (100,710) (I,ZeroCorrection(I),1=r,48) 
FORMAT (12,FlO,7) 

iline= 
CLOSE(100,IOSTAT=ios,ERR=9OOO~STATUS='KEEP'~ 

print out data file to printer 

WRITE (printerIu,BOO) time 
FORMAT (34X,‘Zero Correction Factors for HP-2250 fleasurement and ’ 

1 'Control Unit',//, 50X,15A2,//,4YX,'Channel'~ 
2 I Zero Correction Factor’) 

WRITE (printerlu,810) (I,ZeroCorrection(I),I=1,48) 
FORMAT (15’3 F23,7) 
WRITE (prin;erlu,820) 
FORMAT(lH1) 
GOT0 9500 
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0237 
0238 
0239 
0240 
0241 
0242 
0243 
0244 
0245 
0246 
0247 
0248 
024Y 
0250 
0221 

0252 
02153 
0254 
0255 
0256 
0257 
0258 
0259 
0260 
0261 
0262 
02tn3 
0264 
0265 
U2bb 
0267 
0268 
02!69 

c 2X50 I/Cl error handling routine 

8000 
8010 

WRITE(logonlu,8010) ios,iline 
FORMAT('22SO error encountered =',Ib,' at iline = ',I4) 
GOT0 9500 

C 

9000 
9010 

9500 

C This function takes two words OF raw data input from the 
C 2250 and converts them to one voltaqe 

disc read/write error handling routine 

WRITE(logonlu,YO10) ios,iline 
FORMAT('Error encountered "',X6, at iline - ',14) 

STOP 
EIND 

ZEAL FlJNCTIUN UOLTS(Wordl,Word2) 

INTEGER Wordl,Word2 ! words to be converted 

IF (IAND(2OOE,Word2).EW.O) THEN 
M=IAND(7B,WordZ) 
N=IAND(l7B,ISHFT(Word2?,-3)) 
VOLTS=((Wordlc256,0)+ISHFT(Word2~-~))~(0 ,5*u(N+l) j~x(O,l*sM) 

ELSE 
VOLTS- -2 .OE-9 

ENDIF 
RETURN 
END 
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APPENDIX C5 
CHECKLIST AND PROCEDURE 

FOR TESTING 

Checklist 

1. All accelerometer inputs should be plugged in 
as: 

Channel # 17-Entran Accel. R l-l 
Channel # 18-Entran Accel. R l-2 
Channel # 19-Entran Accel. R l-3 
Channel #20-Entran Accel. R l-4 
Channel #2 1 -Entran Accel. R l-5 
Channel #22-Actuator Accel. R l-6 
Channel #23-Box Horiz. Accel. Rl-7 
Channel #24-60x Vert. Accel. Rl-8 
Channel #25-LVDT from servo-controller front 

panel 
Channel #26-Ramped Sine wave from Mult out 

2. Clock for digital timers. 

Set HP-3325 synthesizer/function generator to: 
1000 hertz 
5.0 volts (p-p) 
2.5 volts d-c offset 
Rear output 
Connect output (SIG) to SW-IN. 
SW-OUT then connects to Rl-24. 
This sends a 1-kHz signal to the digital timers 

during the test. 

3. Input signal 

Set exact 605 function generator to: 
5.0 hertz 
10.0 volts 
NO OFFSET 
Output WG-1 to MULTl-IN. 
DAC-OUT (Ramp out) to KHl -I 
KHl-0 to MULT2-IN 
MULT-OUT to SPAN-2 

Set Krohn-Hite filter to: 
1 hertz 
Low-Pass 
Max Flat 

This sends the INPUT SIGNAL to the servo- 
controller during the test. 

4. HP-85 
a. Insert floppy disk in LEFT drive. 
b. Execute LOAD “RAMP” cr 
c. execute RUN 
d. On the HP-85 CRT, answer question and EN- 
TER the number of seconds for the test duration 
(a 60-second test duration gives a 50-second full 

amplitude, a 5-second rise time and a 5-second 
decay.) 

Test Procedure 

1. Set the Date/Time Group on the HP-1000 - 
TM,HH,MM,SS,MM,DD,YYYY cr 

2. EXECUTE the following commands 
FMGR:T0,8,50000 cr plotter timeout - 

500 seconds 
FMGR:TO, 10,lOOOO cr 2250 timeout - 

100 seconds 
FMGR:RP,GRAE32 cr GRAB2 ID segment 

3. Create a calibration factor file for the test. The 
best way is: 

a. Edit an existing file. 
FMGR:EDIT,C0815:FT:23 cr Edit LINES 2 & 3 

to show correct 
date of test. 
Make any other 
necessary 
changes. 

/EC,C0820:FT:23 cr This creates a new cal- 
fat file for a test on Au- 

Or 

b. 

gust 2O,SC=FT, and lo- 
cated on cartridge #23 

Run the program CALFAC and answer the 
questions carefully. 

4. Within 10 minutes of running the test, run the 
‘zero correction factor’ program: 

Put printer on-line if it isn’t already 
FMGR:ZEROC 
Suoolvqme i:‘this form onlv 

’ ‘Z6820:FT:23 
Remove all inputs to channels 17-26 
Short channels as instructed 
Plug all inputs back into # 17-26 (as shown on 

5. 

6. 

7. 

checklist 1) 

Make certain everything is plugged in. 

Find out how long the test will be. 

Create a data file on the HP-1000 as follows: 
For a 60-s test 
a. Multiply test length by 15.63 (60 X 

15.63 = 937.80) 
b. Round up to 938 
c. Select file name T0820:FT:29 
d. Execute the command 

FMGR:GRAB, lO,T0820:FT:29::938,0 cr 
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8. Run the HP-85 program. 
Enter test duration. 

9. 

10. 

11. 

12. 

13. 

Balance the strain gage amplifiers. 

Reset the digital timers 

Start the bearing pressure and recovery pumps. 

Zero the ERROR on the servo controller. 

Start the hydraulic Power Supply - TURN ON 
THE COOLING WATER!!! 

14. Adjust Set Point for 0 volts on the digital indi- 
cator. 

15. Turn up span to 668 for 0.6 g or 557 for 
0.5 g. 

16. Execute the following commands on the 
HP-l 000: 

e. CRT will display info that a file has been cre- 
ated, and that it is longer than you spec- 
ified. 

FMGR:MCX, 10,INFILE 
Some information will be dCirsplayed on the ter- 
minal with a few pauses between. When it is 
complete, MCX: will be displayed. When this 

17. 

18. 

occurs, enter Q cr, and the 1000 will return to 
FMGR. - 

Execute the following on the HP-1000: 

FMGR:GRAB, lO,T0815:FT:29,1 cr 
After this command is executed, you have ap- 
proximately 100 seconds to begin the test, or 
there will be a time-out. 
Once this command is executed, two messages 
will be displayed on the screen: 

SCHEDULING GRAB2 and START CDA 
When this occurs, the HP-2250 is ready to take 
data. 

Start the test by pressing either Kl,K2,K3, or 
K4 on the HP-85. The test will run until com- 
pletion and the only way to stop it is: 

a. Turn down SPAN on the servo controller. 

b. Turn off pumps. 

19. Watch the terminal every 5 seconds or so; a 
number will be written on the screen in the lower 
left corner. If this doesn’t occur, you are not 
taking data. The numbers are not listed in a col- 
umn but are written over each other. These are 
the track numbers on the disk that have been 
filled with data. 

20. TEST COMPLETE!!!!! 
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APPENDIX C6 
DATA PROCESSING SOFTWARE 

The data analysis for these tests was mainly carried 
out on the Cyber computer system using the Dams 
Branch displacement dynamics program. Selected 
data channels from each test were transferred to the 
Cyber for analysis there. Having no direct commu- 
nication path to the Cyber, the data was transferred 
indirectly. The raw data for a selected channel stored 
on disk were first converted to actual values of ac- 
celeration by the program CONVERT (listing follows) 
and written on a new file on disk. This file was then 
copied from the disk to the minicartridge on the HP- 
2645 terminal. The HP-2645 terminal was then dis- 
connected from the HP-1000 and connected to the 
Cyber. After logging onto the Cyber and creating a 
file for the data, text mode was entered and the tape 
containing the data was read. The data were now on 
the Cyber and ready for analysis. All of the data were 
not transferred because this process consumed 
about 20 minutes per channel of data transferred. 

In addition to analysis by the Cyber, more immediate 
results were obtained with plots using the HP-1000. 
Programs were written to provide plots on the HP- 
13 10 graphics CRT display and as hardcopy plots on 
the HP-g872 plotter. Because of the size of the pro- 
gram, it was necessary to segment it and to restrict 
the amount of data to be plotted. The hardcopy plots 
were limited to 15 seconds of data on each of three 
channels. The CRT plots were restricted by HP-1350 
graphics translator hardware limitations. The CRT 
plots were limited to 15 total seconds of data for 
one to three channels (i.e., 15 seconds of data for 
one channel, 7.5 seconds of data for each of two 
channels, or 5 seconds of data for each of three chan- 
nels). 

Program PLOT is the main segment that calls seg- 
ment PLOT1 . PLOT1 converts the raw data to usable 
form, then calls segment CRTPL for plots on the HP- 
1310 graphics display or segment HRDPL for hard- 
copy plots using the HP-g872 plotter. A sample plot 
is shown on figure C-3 and program listings follow. 
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WOW T=00004 IS ON CR 00020 USING 00054 BLKS R=OOOO 
9:39 AM WED,, 11 JAN, > 1984 

0001 FTN7X,GI 
0002 BFILES O,4 
0003 
0004 
0005 c 
0006 c 
0007 c 
0008 c 
0009 c 
0010 c 
0011 
0012 c 
0013 c 
0014 c 
001s c 
0016 c 
0017 C 
0018 C 
0019 c 
0020 c 
0021 c 
0022 c 
0023 c 
0024 c 
0025 c 
0026 c 
0027 c 
0028 C’ 
0029 d 
0030 c 
0031 c 
0032 c 
0033 c 
0034 c 
0035 
0036 c 
0037 c 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0030 
0051 
0052 
0053 
0054 
0055 
OO”Jb 
0057 

PROGRAM CON’JERT 

This is the data conuersion program for the Rockfill Research 
Project DB-31. Raw data from a test is used by this progran 
To generate d file that can be transferred to the Cyber for 
analysis. The data file generated contains the output from one 
data channel, It5 fOrM iS one data point after another in 8F9,6 
fortiat with each line of data followed by an I7 line number, 

Three data files are used in this program: 
DataFile - file where test data is stored. Written by 

CDA programs GRAB and GRAB2 in raw two-word 
integer format as taken from the 2250 using 
the TRANSFER AI command, The data is stored 
in binary format, Each data record is 25b 
words long. 

ZeroFile -. a file of zero correction factors generated 
by prograti ZEROC, Since the 2250 does not 
perform zero offset cotipensation during CDA 
it is done after the test. Data from the 
DataFile is first converted to voltage by 
subroutine VOLTS, The zero correction factor 
for the corresponding channel is then sub- 
tracted from this voltage yielding the 
corrected value, 

CalFile - a file containing a calibration factor for 
each channel, These values are used to 
scale the zero-corrected data values into 

engineering units. This file also contains 
the units of measurement, the date of cali- 
bration and a description of the measurement 
for each channel. 

The raw data is taken from DataFile and zero corrected using ZeroFile, 
then scaled using CalFile. The data is written to TransFile, 

INTEGER dunmy ! dummy integer variable 

INTEGER iline ! disc read error locator 

INTEGER ios ! I/O status return 

INTEGER ChanNum ! channel to be transferred 

INTEGER NutiPointsi ! number of points to be put in file 

INTEGER dbuffer(l28) ! buffer for record of test data 

INTEGER record ! record number to be read from 

INTEGER*4 bufferpointer ! reading position pointer 

INTEGER 1ogonl.u ! LU of log-on device 

INTEGER FileLength ! length of data file 
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0058 
0059 
0060 
0061 
0062 

0063 
0064 

0065 
0066 

0067 
0068 
0069 
0070 
0071 
0072 
0073 
0074 
0075 
0076 
0 077 
0078 
0079 
0080 
0081 
008i? 
0083 
0084 
0085 
0086 
OOL37 
0088 
0089 
0090 
0091 
OO?;! 
0093 
0094 
0 095 
0096 
0097 
0098 
0099 
0100 
0101 
0102 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 

c operator entry of data file name 

100 
105 
110 
115 

120 

C check to see if file exists 

lizi 

C 

130 
135 

INTEGER GtartChan ! starting channel. number 

DIMENSION Data(B) ! array to hold converted and scaled data 

DIMENSION ZeroDate ! date and tine of zero correction factors 

DIHENSIUN CalFactor(48) ! channel calibration factors 

DIMENSION ZeroCorrection(48)! channel zero correction factors 

DIMENSION CalDate(l5) ! date and time of transducer calibration 

DIMENSION lbu.F(200) ! large output print buffer 

LOGICAL ex ! file existence inquiry return 

CHARPXTERxl YORN ! question response variable 

CHARACTER+12 DataFile ! string for data file name 

CHARACTER+12 CalFile ! string for cal factor file name 

CHARACTER@12 ZeroFile ! string for zero factor file name 

CHARACTER*12 TransFile ! string for transfer file nafie 

CHARACTER+11 Units(48) ! channel units of neasurenent 

CHARACTER*32 Description(48)! measurement description for each channel 

CHARACTER*80 TestTitle ! string for test title 

CALL LGBUF (lbuf,200) 

logonlu=LOGLU(dummy) 

WRITE (logonlu,l05) CHAR(27),CHAR(l04),CHAR(27),CHAR(74) 
FORMAT (4Al) 
WRITE (logonlu,115) 
FORMAT (‘Enter data file name as’,/,‘F’ILNAM:SC:C:R’) 
READ (logonl.u,120) DataFile 
FORMAT (Al2) 

iline= 
INQUIRE (FILE=DataFile,IRSTAT=ios,EHR=9OOO~EXIST=ex, 

1 MAXREC=FileLenqth) 
IF (ex) GUT0 130 
WRITE (logonlu,¶25) DataFile 
FORHAT (//,/File ‘,A12,’ does not exist’//) 
GOT0 110 

operator entry of zero correction factor fil.e name 

WRITE (logonlu,lOS) CHAR(27),CHAR(104),CHAR(27),CHAR(74) 
WRITE (logonlu,140) 
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011s 140 
0119 
0 1 2 0 
0121 145 
0 1 2 2 
0123 c 
0124 
012!5 
0126 
0127 
0128 
0129 
0130 
0131 C 
0132 
0133 150 
0134 
0135 
0136 c 
0137 
0138 
0139 200 
0140 
0141 205 
0142 
0143 
0144 
0145 
0146 c 
0147 
0148 
0149 
0150 210 
0151 
0152 
0153 
0154 
0155 
0156 
0157 215 
0158 
0159 220 
0160 
Olhi C 
0162 
0163 
0164 225 
0165 230 
0166 
0167 
0168 
0169 c 
0170 
0171 
0172 
0173 
0174 
0175 
0176 

1 
FORMAT (‘Enter name of zero correction factor data file as‘,/, 

‘FILNAM:SC:CR’) 
READ (loqonl.u,145) ZeroFile 
FORMAT (Al2!) 

check to see if ZeroFile exists 

iline= 
INQUIRE (FILE=ZeroFiIe,IOSTATsios,ERRE9000,EXIST=ex) 
IF (ex) GOT0 150 
WRITE (logonlu,125) ZeroFile 
GOT0 135 

open zero correction factor data file 

iXine=150 
OPEN ~~OO,FILE=ZeroFile,IOSTCIT=io~~ERR=9OOO,STCI’~UFj=‘OLD’) 

read zero correction factor data file and close it 

READ(200,200) ZeroDate 
FORMAT (/,15A;?) 
REllD (200,205) (ZeroCorrection(I),I=1,48) 
FORMAT (2X,F10.7) 

iline= 
CLOSE (~OO,IOSTATsio5,ERR=YOOO,STATUS=’KEEP’) 

output of zero correction factor data to operator display 

WRITE (logonlu,lOS) CHAR(~7),CWAR(104),C~~R(~7),CH~R(74) 
WRITE (logonlu,210) i!eroFile,ZeroDate 
FORflAT (‘Zero Correction Factor File ‘,Al2, 

1 ’ read as follows’,/,l%G?,//,YX,‘Correction’, 
2 17X,‘Correction’,17X,‘C9rrection8,/,’Channel ’ 
3 ‘Factor’ ,YX,‘Channel Factor’,9X, 
4 ‘Channel Factor’) 

WRITE (logonlu ,2lS)(I,ZeroCorrectior~~I~,I+l6, 
1 ZeroCorrection(I+l6)~1+3~~ZeroCorrection(I+3~)~I=l,l6) 

FORMAT (14,F14.7,11~,F14~7,112,F14.7) 
READ (loqonlu,S?O) YORN 
FORMAT (Al ) 

operator entry of calibration factor file nane 

WRITE (l.ogonlu,lOS) CHAR(~~),CH&JR(~O~),CHAR(~~)~CH~%R(~~) 
WRITE (loqonlu ,230) 
FORMAT (‘Enter nafie of calibration factor data file nafie as’, 

1 /,‘FILNAM:SC:CR’) 
READ (logonlu,145) CalFile 

check to see if CalFile exists 

iline= 
INQUIRE (FILE=CalFile,IOSTAT=ios,ERR~Y000,EXIST%?x) 
IF (ex) GOT0 235 
WRITE (logonlu,125) CalFile 
GOT0 225 

0177 c open calibration factor data file 
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0178 
0179 235 
0180 
0181 
0182 c 
0183 
0184 
0185 240 
0186 
0187 245 
Olw3 
0109 
0190 
0191 
0192 c 
0193 
0194 
OlY5 
0196 
0197 
0198 250 
0199 
0200 
0201 
0202 
0203 
0204 c 
02.05 
0206 
0207 
0208 300 
0209 
0210 
0211 c 
0212 
0213 305 
0214 310 
0215 
0216 
0217 C 
0218 
0219 400 
0220 
0221 405 
0222 
0223 
0224 
022s C 
0226 
0227 
0228 
0229 
0230 
0231 410 
0232 
0233 
0234 
0235 
0236 
0237 

il ine=235 
OPEN ~3UO,FILE=CalFile,IOSTAT-ios,ERR-900a,STATUS='OLD'j 

read calibration factor data file and close it 

READ (300,240) CalDate,TestTitle 
FORMAT (/,15A2,/,A80) 
READ ~300,245~~CalFactor~I),Unitso,Description~I~,I=~~48~ 
FORMAT (2X,F10,7,X,All,iOX,A32~ 

iline= 
CLOSE (3OO,IOSTAT=ios,ERR=9OOO,STATUS='KEEP'j 

output of calibration factor data to operator display 

DO start=1,33,16 
WRITE (logonlu,105) CHAR(27),CHAR(104),CHAR(27),CHARo 
WRITE (loqonlu,250) CalFile,CalDate,TestTitIe,~I,CalFactor(I~~ 

1 Units(I),Description(I),Instart,start+lSj 
FORIIAT ('Ca'libration Factor File ',Ai2,5X,¶5A2,//,A80, 

1 'Channel Calibration Factor Units Description'/ 
2 (I4,F21.7,4X,All,2X,A32)) 

READ (logonlu,220) YORN 
END DO 

operator entry of starting channel number 

WRITE (logonlu,105) CHAR(27),CHAR(104),CHAR(27j~CHAR(74) 
WRITE (logonlu,JOO) 
FORMAT ('Enter beginning channel number') 
READ (logonlu,m> StartChan 

operator entry of channel to be transferred 

WRITE (loqonlu,310) 
FORHAT (//,'Enter number of channel. to be transferred') 
READ (logonlu,%) ChanNum 

operator entry and creation of data file name 

WRITE (loqonlu,105) CHAR(27),CHAR(104),CHAR(27j~CHAR(74) 
WRITE (logonlu,405) ChanNum 
FORMAT ('Enter name of channel',I3,' data transfer file as',/, 

1 'FILNAM:SC:CR') 
READ (loqonlu,l49) TransFile 

check to see if this file already exists 

iline= 
INQUIRE (FILE=TransFile,IOSTAT=ios,ERR=900U,EXXST=ex~ 
IF (ex) THEN 

WRITE (loqonlu,410) 
FORHAT (///,/File already exists, do you want to purge the ' 

1 'existing file' ,/,'and create a new one by the same' 
2 ' name (Y or N)?') 

READ (logonlu,220) YORN 
IF (YORN,EQ.'N') GOT0 400 
iline= 
OPEN ~400,FILE=TransFile,IOSTAT=io~~ERR=YOOO~STATUS~'OLD'~ 
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0238 
0239 
0240 
0241 
0242 
0243 
0244 
0245 
0246 
0247 
0248 
0249 
0250 
0251 
0252 
02'53 
0254 
u255 
023(j 

iline= 
CLOSE (400,IOSTAT=ios,ERR=9000,STATUS=’DELETE’~ 

ENDIF 
iline- 
OPEN (4qO,FILE=TransFile,IOSTAT=ios~ERR=9~~~,Statu~='~EW‘) 

C requested data is brought off of disc 

500 ret ord=‘l 
iline= 
OPEN ~100,FILE=DataFile,IOST~T=io~,ERRr9000,ST~TUS~'OLD', 

1 ACCESS=‘DIRECT’,RECL=256) 
READ ~100,REC=record,IOST~T~ios,ERR~9OOO~~dbuffer~I~~I~l,l2~~ 

C this data is then put into array ChData for ease of transfer 

NunPoints=INT(FileLenqth*,7997)+8 
WRITE (logonlu,llOS) NumPoints 

110s FORMAT (‘Number of points =‘,15) 
bufferpointer=(ChanNtim-STartChan)%2+1 0257 

0 2s 8 
0259 C 
0260 
0261 
0262 
0263 
0264 
0265 
0266 
0267 
0268 
0269 C 
0270 
0271 
0272 
0273 C 
0274 
0275 
0276 
0277 
0278 
0279 
0280 
0281 
0282 
0283 505 
0284 
0285 510 
0286 
0287 
0288 '515 
0289 
0290 520 
0291 
0292 c 
0293 
0294 
0295 525 
0296 
0297 

loop to load array with zero-corrected and scaled data 

DO Point=i,NumPoints,8 
DO N=l,S 

DatatN)=(UOLTS(dbuffer(bufferpointer), 
1 dbuffer(bufferpointer+l)) 
2 -ZeroCcrrection(ChanNun))/ 
3 CaIFactor(ChanNum) 

bufferpointer=bufferpointer+20 

check to see if past end of buffer 

IF (bufferpointer,GT.128) THEN 

if so read next record and reset bufferpointer 

record=record+l 
i 1 ine:z”jO;! 

1 
READ (10O,Rec=record,IOSTAT=ios,ERR=9OOO) (dbuffer(I), 

1=1,12EJ) 
bufferQointer=bufferQointer-128 

ENDIF 
END DO 
WRITE (400,505) (Data~I),I=1,8),(Poin2+7)/8 
FORMAT (8F9,6,17) 
WRITE (Ioqonlu,510) (Point+7)/8 
FORMAT ('Line',I4,' written to file') 

END DO 
iline=: 
CLOSE~400,IOSTAT=ios,ERR=9000,STATUS='KEEP') 
WRITE (loqonlu,520) NumPoint~,Pointt8,TransFiIe 
FORM&T (13, points in',I4,' lines written to file ',A12) 

check for additional transfer files to be made 

WRITE (logonlu ,525) 
FORMAT (//,‘Do you want to wake another transfer file',/, 

1 'from this data file (Y or N)?‘) 
READ (loqonlu,220) YORN 
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0298 
02'?9 
0300 
0301 
0302 
0303 
0304 
0305 530 
0306 
0307 
0308 
0309 
0310 
0311 c 
0312 
0313 9000 
0314 9010 
0315 
0316 
0317 
0318 
0319 
0320 
0321 
0 3 ;! 2 
03;?3 
0324 
0325 
0326 
0327 
0328 
0329 
0330 
0331 
03x? 
0333 
0334 

IF (YORN,EQ.'Y') THEN 
WRITE (logonlu,l05) CHAR(~~),CHAR(~O~),CHIAR(~~)~CH&R(~~; 
GOT0 309 

ENDIF 
iline=52?b 

CLOSE (100,IOSTAT=ios,ERR=9000,STATUS='KEEP') 
WRITE (logonlu,S30) 
FORMAT (//, 'Do you want to make another transfer file',/, 

1 ‘from another data file (Y of N)?') 
READ (logonlu,X!O) YORN 
IF (YORN,EQ.'Y') GOT0 100 

GOT0 9500 

disc access error handling routine 

WRITE (logonlu,9010) iori,iline 
FORMAT (//'cm**Disc access error ',14,' in program DATSI', 

1 ’ at iline=‘,IS) 
9500 STOP 

END 

c This function takes two words of raw data input from the 
C 2250 and converts them to one voltage 

REAL FUNCTION UOLTS(Wordl,WordZ) 

INTEGER Wordl,WordZ ! words to be converted 

IF (IAND(~OOB,Word~).Eq.O) THEN 
M=IAND(7b,WordZ) 
N=IAND(17B,ISHFT(Word~~-3~) 
UC~LTS=((Wordl*256.0)+ISHFT~Word2~ -8))~(O.S~+(N+l))~(O.l~~~) 

ELSE 
VOLTS=-Z!,OE-9 

ENDIF 
RETlJRN 
END 
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&PLOT T=oooa4 IS ON CR 00020 USING 00003 BLKS R=OUOO 
11:X AM TUE,, 10 JAN,, 1984 

0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 

FTN7X,Gl 
*FILES 0,3 

C This is the Main segment ai the program used for plotting for the 

: 
Rockfill Research Project, DB-31. This program serves only as a main 
segment and performs no useful f’unction other than to call 

C the next segment. This is done because of constraints of DGL. 

PROGRAM PLOT 
COMHON /a/ seq 
INTEGER NAflE(3) 
DATA NAME(l)/‘PL’/,NAME(~)/‘OT’/~N~~E(3)/’1 ‘/ 
seg=O 

C call segment DATSl 

CALL SEGLD (NAME,ierr) 
WRITE (l,lO) ierr 

10 FORMAT ('Segload call error ',12, in DATMAIN') 
STOP 
END 
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hPLOT1 T=00004 IS UN CR 00020 USING 00066 BLKS R=OOOO 
2:47 PM ‘TUE. , 10 JAN, > 15’84 

0001 FTN7X .Q 
0002 
0003 
0004 c 
000s c 
0006 c 
0007 c 
0008 C 
0009 c 
0010 c 
0011 c 
0012 
0013 c 
0014 c 
001s c 
0016 c 
0017 c 
0018 c 
0019 c 
0020 c 
0021 c 
0022 c 
0023 c 
0024 c 
0 0 T 5 c 
00&l c 
0027 c 
0028 C 
0029 c 
0030 c 
0031 c 
0032 c 
0033 c 
0034 c 
003s c 
0036 
0037 c 
0038 C 
0039 c 
0040 c 
0041 c 
0042 c 
0043 c 
0044 c 
0045 
0046 
0047 
0048 
0049 
OOSO 
0 0 5 1 
0052 
0053 
0054 
0 0’55 
0056 
0057 

‘P-RUGRAM PLOT1 (5) 

This is seqnent one of the plotting program for the Rockfill 
Research Project DB-31. This segment is called by program PLOT 
and retreiues the data file and converts it to actual values using 
the zero correction factor and calibration factor data files, 
The data is put in common for use in the next segment, The next 
segwent is CRTPLT for CRT plots using the HP-1350 graphics translator 
and the HP-1310 graphics display, If hardcopy plots are required, 
the next segment is HRDPLT which plots using the HP-9872 plotter. 

Three data files are used in this program: 
DataFile - file where test data is stored. Written by 

CDA programs GRAB and GRABS in raw two-word 
integer format as taken from the 2250 using 
the TRANSFER AI command. The data is stored 
in binary format. Each data record is 256 
words long. 

ZeroFile - a file of zero correction factors generated 
by program ZEROC. Since the 2250 does not 
perform zero offset compensation during CDA 
it is done after the test, Data from the 
DataFile is first converted to uoltaqe by 
subroutine VOLTS, The zero correction factor 
for the corresponding channel is then sub- 
tracted fron this voltage yielding the 
corrected value. 

CalFile - a file containing a calibration factor for 
each channel, These values are used to 
scale the zero-corrected data values into 
engineering units, This file also contains 
the units of measurement, the date of cali- 
bration and a description of the measurement 
for each channel.. 

The operator is asked for the data file name, the tine-frame he 
wants to look at and the data channels of interest. The data is 
pulled off disc a record at a time, then corrected, scaled 
and loaded into an array for ease of plottinq, 

The operator is also asked for the zero correction factor file name 
and the calibration factor file name and then these data are 
retrieved from disc and displayed for the operator to inSPeCta 

COMMON /a/ seq 
COMMON loqon’lu,timel,time2, Minplot,Maxplot,Ticplot~Units 
COMMON ChanNum,ChData,NumPoints,NuMChan,DataFile,StartChan 
COMMON ZeroCorrection,CalFactor,Description,TestTitle 

INTEGER dUMmy ! dutifiy integer variable 

INTEGER iline ! disc read error locator 

XNTEGER ios ! I/O status return 

INTEGER ChanNun(3) ! array of channels of interest 
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0058 
0059 
0060 
0061 
0012 
0063 
0064 
0065 
0066 
00&7 
OOb8 
0069 
0070 
0071 
0072 

0073 
0074 
0075 
0076 
0077 
0078 
0079 
0080 
0081 
0082 
0083 
0084 
0085 
0086 

0087 
0088 
ooa9 
0090 

0071 
0092 

0093 
0094 

0075 
0096 

OOY7 
0098 
0099 
0100 

0101 
0102 

0103 
0104 
0105 
0106 
0107 
0108 
ala9 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 

INTEGER naxchan 

INTEGER NumPoints 

INTEGER dbuffer(l28) 

XNTEGER record 

INTEGER NumChan 

INTEGER*4 bufferpointer 

INTEGER channel 

INTEGER logonlu 

INTEGER NAME1(3),NAME2(3) 

INTEGER StartChan 

REAL Min(3) ,Max(3) 

! maximum number of channels that 
! can be plotted 

! number of points to be plotted 
! for each channel 

! buffer for record of test data 

! record number to be read from 

! total number of channels to be plotted 

! reading position pointer 

! channel number index 

! LIJ of log-on device 

! array5 for next segment names 

! starting channel number 

! min and max 0.F channel data to be plottec 

REAL Minplot,Maxplot,Ticplot! min, MBX and tic spacing for plot 

REAL time1 ,tine2 ! time range for plotting 

DIMENSXON ChData(3,1500) ! array to hold converted and scaled data 

DIMENSION ZeroDate ! date and time 0.F zero correction factors 

DIMENSION CalFactor(48) ! channel calibration factors 

DIMENSION ZeroCorrection(48)! channel zero correction factors 

DIMENSION CalDate ! date and time o.F transducer calibration 

DIMENSION lhuf(200) ! large output print buffer 

LOGICAL ex ! file existence inquiry return 

CHARACTER+‘1 YORN ! question response variable 

CHARACTER+1 F ! CRT/hardcopy flag 

CHARACTER*12 DataFile ! string for data file name 

CHARACTER*12 CalFile ! string for cal factor file name 

CHARACTER*12 ZeroFile ! string for zero factor file name 

CHARACTER*11 Units(48) ! channel units of measurement 

Cl+ARACTER%32 Description(48)! measurement description for each channel 

CHARACTER*80 TestTitle ! string for test title 

DATA NAMEl(l)/‘CR’/,NAMEl(Z)/‘TP’/,NAME1(3)/’LT’/ 
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100 

105 

C 

110 
115 

120 

c 

0118 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
0129 
01:30 
0131 
0132 
0133 
0134 
0135 
0136 
0137 
0138 
0139 
0140 
0141 
0142 
0143 
0144 
0145 
0146 
0147 
0148 
0149 
0150 
0151 
0152 
0153 
0154 
0 155 
0156 
0157 
0158 
0159 
0160 
0161 
0162 
0163 
0164 
0165 
0166 
0167 
0168 
0169 
0170 
0171 
0172 
0173 
0174 
0175 
0176 
0177 

125 

C 

130 
135 

140 

C 

C 

149 

C 

200 

F 
;?t,.J 

DATA NAME2(l)/‘HR’/,NAME2~2)/‘DP’/>NAME2~3)/’LT’/ 

CALL LGB\JF (lbuf ,200) 

l.ogonlu=LOGLU(dummy) 

WRITE (loqonIu,lOO> CHAR(2’7),CHAR(lO4),CHAR(27))CHAR(74) 
FORMAT (4Al) 
IF (Eieq.EQ,O) GOT0 110 
WRITE (logonlu,105) 
FORMAT (‘New data file (Y or N)?‘) 
READ (logonlu,220) YORN 
IF’ (YORN,EB,‘N’) GOTCI 1000 

operator entry of data file name 

WRITE (logonlu,ll5) 
FORMAT (‘Enter data file name as’,/,‘FILNAM:SC:CR’) 
READ (logonlu,l20) DataFile 
FORMAT (Al;?) 

check to see if file exists 

iline= 
INQUIRE (FILE=DataFile,IOSTAT=io~~ERR=9OOO,EXIST=ex~ 
IF (ex) GOT0 130 
WRITE (loqonlu ,125) DataFile 
FORHAT (//,‘File ‘,Al2,’ does not exist’//) 
GOT0 110 

operator entry of zero correction factor file name 

WRITE (logonlu,135) 
FORMAT (‘Enter name of zero correction factor data file as’,/, 

1 ‘FILNAH:SC:CR’) 
READ (logonlu,140) ZeroFile 
FORMAT (Al2) 

check to see if ZeroFile exists 

iline= 
INQUIRE (FILE=ZeroFile,IOSTAT=ios,ERR=9OOO,EXIST=ex~ 
IF (ex) GOT0 145 
WRITE (Iogonlu,125) ZeroFile 
GOT0 130 

open zero correction factor data file 

iline= 
UPEN ~20O,FILE=ZeroFile,IOS’~AT~ios,ERR=9OOO,STATUS=‘OLD’~ 

read zero correction factor data file and close it 

READ(200,200) ZeroDate 
FORMAT (/,15A2) 
READ (200,205) (ZeroCorrection(I),I=1,48) 
FORMAT (2X,F10,7) 

iline= 
CLOSE (2OO,IOSTAT=ios,ERR=9OOO~STATUS=’KEEP’) 
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0178 
0179 c 
0180 
0101 
0182 
0183 210 
0184 
0185 
0186 
0187 
0188 
0189 
0190 215 
OlYl 
0192 220 
0193 
0194 c 
0195 
OlY6 
0197 225 
0198 230 
0199 
0200 
0201 
0202 c 
0203 
0 2 0 4 
0205 
0206 
0207 
0208 
0209 
0210 c 
0211 
0212 235 
0213 
0214 
0215 c 
0216 
0217 
0218 240 
0219 
0220 245 
0221 
02>>'2 

0223 
0224 c 
0225 
0 -2 ;a ‘ 

0227 
0228 
0229 
0230 250 
0231 
02'32 
0 2 3 3 
0234 
0 43 -3 c Lb J 
0236 c 
0237 

output of zero correction factor data to operator display 

WRITE (loqonlu,100) CHAR(27),CHAR(104),CHAR(27~>CHAR~74) 
WRITE (logonIu,210) ZeroFiIe,ZeroDate 
FORmAT (‘Zero Correction Factor File ‘,Al2, 

1 
2 

’ read as follows’,/,lSA2,//,9X,‘Correction’~ 
17X,‘Correction’,l7X,‘Correction’,/,’Channel ’ 

3 ‘Factor’ ,PX,‘Channel Factor’,YX, 
4 ‘Channel Factor’) 

WRITE ~logonlu,215)(I,ZeroCorrection~I~~I+l6~ 
1 ZeroCorrection(I+l6)~1+32~ZeroCorrection~I+32~,1=1~16~ 

FORMAT (14,F14.7,112,F14~7,112>F14.7) 
READ (loqonIu,220) YORN 
FORMAT (Al) 

operator entry of calibration factor file name 

WRITE (Ioqonlu,lOO) CHAR(27),CHAR(104),CHAR~27~~CHAR~74) 
WRITE (IoqonIu,230) 
FURMAT (‘Enter name of calibration factor data file name as', 

1 /,‘FILNAM:SC:CR’) 
READ (logonlu,l40) CalFile 

check to see if CalFile exists 

j 1  inex2'31 s 

INQUIRE (FILE=CalFile,IOSTAT=ios,ERR=9000,EXIST=ex~ 
IF (ex) GGTO 235 
WRITE (logonlu,125) CalFile 
GUT0 225 

open calibration factor data file 

iline= 
OPEN ~300,FILE=CalFile,IOSTAT=ios,ERR=9OOO~~TATU~='OLD'~ 

read calibration factor data file and close it 

READ (300,240) CalDate,TestTitle 
FORMAT (/,15A2,/,A80) 
READ ~300,245~~CalFactor~I~,Units~I~,Description~I~~I~l~48~ 
FORMAT (2X,F10.7,X,All,lOX,A32) 

CLOSE (300,IOSTAT~=ios,ERR=9OOO~STATUS='KEEP') 

output of calibration factor data to operator display 

DO start=1,33,16 
WRITE (logonlu,lOO) CHAR(27),CHAR(i04),CHAR(27)~CHAR(74) 
WRITE (l,oqonlu,250) CalFile,CalDate,TestTitle,(I,CalFactor~I~~ 

1 Units(I),Description(I),I=start)start+l5) 
FORMAT (‘Calibration Factor File ',A12,5X,l!SA2,//,A80, 

1 'Channel Calibration Factor Units Description’/ 
2 (14,F21,7,4X,All,2X,A32)~ 

READ IIogonIu,220) YORN 
END DU 

operator entry of starting channel number 



0238 
0239 
0240 
0241 
0242 
0243 

0244 
0245 

0 2 4 b 
0247 
0248 
0249 

0252 
0253 
0254 
02% 
0256 
0257 
0258 
02159 
0260 
0261 
0262 
0263 
0264 
0265 
02th 
0267 
02t,8 
0269 
0270 
0271 
0272 
0273 
0274 
0275 
0 2 7 6 
0277 
02’78 
0279 
0280 
0281 
0282 
0283 
0284 

0283 
0286 

0287 
0288 

0289 
0290 
02Yl 
0292 

025’3 
02’34 
02% 
0296 
02Y7 

30 0 

C 

1000 

100s 

1010 
1 0 '1 5 

1020 

c Calculation and output of number of channels that can be plotted 

c check to see that maximum tine for one channel is not exceeded 

1025 

1030 
1035 

C 

1040 

C 

1045 

1050 

WRITE (loqonlu,lOO~ CM~R(~7),CH~R(104),CH~R(27)~CH~R(74~ 
WRITE (logonlu,300) 
FORMAT (‘Enter beginning channel number’) 
READ (logonlu,*) StartChan 
StartChan=StartChan-1 

operator entry of tine-frame of interest 

WRITE (loqonlu,lOO) CHAR(27),CHAR(i04),CHARo,CHAR(74) 
WRITE (loqonlu,1005) 
FURMAT ('Do you want CRT plots or hardcopy (C or H)?‘) 
READ (loqonlu,220) F 

WRITE (Ioqonlu,l015) 
FORMAT (‘Enter tine-frame of interest as',/,'ninsec,maxsec') 
READ (logonlu,%) tinel,tine2 
IF (time1 .GE. time2) THEN 

WRITE (logonlu,l020) 
FORMAT (//,'Min time greater than or equal to Max tine’,//) 
GCITO 101 0 

ENDIF 

timetotal=time2-time1 
Maxchan=~INO(INT(15,O/(tiMetotal)),3) 

IF (Maxchan.LT.1) THEN 
WRITE (Xogonlu,lOU) CHAR(27),CHAR(104),CHAR(27)~CHAR(74) 
WRITE (loqonlu,l025) 
FORMAT ('tlaximun time of 15 seconds was exceeded’,//) 
GOT0 ¶OlO 

ENDIF 

XF (F.EQ,‘H’) PIaxchan=3 
WRITE (logonlu,1035) tinetotaY.,Maxchan 
FORMAT (/,‘Maximum number of channels that can be plotted for’, 

1 F6,3,’ seconds is’,l3) 

operator entry of channels of interest 

WRITE (loqonXu,1040) 
FORMAT (//, ‘Enter number of channels to be plotted’) 
READ (Iogonlu ,u) NunChan 

check to see if entered nunber of channels exceeds maximum 

%F: (NumChan , GT, MaxChan 1 THEN 
WRITE (loqonlu,lOO) CHPIR(~~),CHAR(~U~),CHAR(~~),CHAR~~~) 
WRITE (loqonlu,1045) 
FORMFIT (‘Haximun number of channels was exceeded’,//) 
GOT0 1030 

ENDIF 

WRITE (loqonlu,10501 
FORMAT (//,‘Enter channel nunbers to be displayed as’,/, 

1 ‘chanA,chanB,chanC, .., ,chanZ’) 
READ (logonlu,+) (ChanNun(I),I=i,NunChan) 
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0298 
0299 c requested data is brought off of disc 
0300 
0301 1100 record=INT(tinel/0.064+1) 
0302 
0303 
0304 
0305 
0306 
0307 c 
0308 
0309 
0310 
0311 
0312 
0313 c 
0314 
03x5 
0326 
0317 
0318 
0319 
0320 
0321 
0322 
0323 
0324 
0325 
0326 
0327 
0328 
0 3 2 9 c 
0330 c 
0331 
0332 
0333 
0334 
0335 
0336 
0337 
0338 
0339 
0340 
0341 c 
0342 
0343 
0344 
0345 c 
0346 
11347 
0348 
0349 
0350 
0351 
0352 
0353 
0354 
0355 
0356 
0357 

iline=llOl 
OPEN ~100,FILE=DataFile,IOSTAT=ios,ERR=9OOO~ST~TUS~~~LD~~ 

1 ACCESS=‘DIRECT’,RECL+Yi6) 
READ ~lUO,~EC=record,IC~STAT=ios,EHH=9000~~dbuffer~I~~I~l~l~S~ 

this data is then put into array ChData for ease of plotting 

Numpoints=(tifietotal)*lOO ! number of data points to plot 
bufferpointer~IN’1’~timel~~OOOUO-~INT~time1/O,064~~1~!E~.O~~~ 

1 (ChanNun(l)-StartChan)%2-1) 

loop to load array with zero-corrected and scaled data 

DO Point=l,NumPoints 
DO Channel=1 ,NumChan 

ChData(Channel,Point)=(VWLTS(dbuffer(buffer(b~lfferpointer)~ 
dbuffer(bufferpointer+l)) 

-ZeroCorrection (ChanNum(Channe1)) )/ 
CalFactor(ChanNum(Channel)) 

IF (Channel. EGI. NumChan) THEN 
bufferpointer=bufferpoint@r+~l~-.Chan~uti~Cha;~nel) 

+ChanNom(l))~X? 
ELSE 

bufferpointer=bufferpointer+(ChanNuM(Channel+l)- 
ChanNum(Channe1) )*c! 

check to see if negative bufferpointer due to next 
channel number less than last near a record boundary 

1 

IF (bufferpointer,LE,O) then 
record=record-1 
iline= 
READ (lOO,REC=record,IUSTAT=ios,ERH=90UO) 

(dbuffer (I) ,I-1,128) 
bufferpointer=bufferpointer+l28 

ENDIF 
ENDIF 

check to see if past end of buffer 

IF (bufferpointer ,GT.128) THEN 

if so read next record and reset bufferpointer 

record=record+l 
iline= 
HEAD (lOO,Rec=record,IUSTAT=iorj,ERR~Y000) (dbuffer(I), 

1 1=1,128) 
bufferpointer=bufferpointer-128 

ENDIF 
END DO 

END DO 
iline= 
CLOSE(1OO,IOSTAT=ios,ERR=9OOO,STFITUS=’KEEP’) 
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0358 
0359 
0300 
0361 
0362 
0363 
0364 
0365 
0366 
0367 
0368 
0369 
0370 
0371 
0372 
0373 
0374 
0375 
0376 
0377 
0378 
0379 
0380 
0381 
0382 
0383 
0384 
0385 
0386 
03#7 
0388 
0389 
0390 
0391 
0392 
0393 
0394 
0395 
0396 
0397 
0398 
0399 
0400 
0401 
0402 
0403 
0404 
0405 
0406 
0407 
0408 
0409 
0410 
0411 
0412 
0413 
0414 
0415 
0416 
0417 

C calculation of data minimums and naximums 

DO Channel=1 ,NumChan 
Max(Channel)=ChData(Channel.)l) 
Min(Channel)=Max(Channel) 
DO Point-2,NunPoints 

IF(ChData(Channel,Point) .GT.Max(Channel)) THEN 
Max(Channel)=ChData(Channel,Point) 
GOTCI 1109 

ENDIF 
IF (ChData(Channel,Point).LT,Min(Channel)) 

1 Min(Channel)=ChData(Channel,Point) 
1105 END DO 

END DO 

C operator entry of plot min, max and tic spacing 

WRITE (logonlu,lOO) CHAR(~~),CHAR(~O~),CH@IR(~~),CHAR(~~) 
DO Channel=l,NumChan 

WRXTE (logonlu,lllO) ChanNuti(Channel),Max(Channel), 
1 Min(Channe1) 

1110 FORMAT (/,‘Channel’ ,13,/,SX,'Maximum is',F10,4,/,5X, 
1 'Minimum is',F10.4) 
END DO 
WRITE (loqonl.u,ill5) 

1115 FORMAT (//,‘Enter minimum, maximum and tic spacing for plot as’, 
1 /,'MIN,MAX,TIC') 
READ (logonlu,%) Minplot,Maxplot,Ticplot 

C call in next segment of program DATS2 

iline- 

IF (F.EQ.‘C’) THEN 
CAL.L SEGLD (NAME1 ) 10s) 

ELSE 
CALL SEGLD (NAME2,ios) 

ENDIF 
IF (ios.EQ.O) GOT0 9500 

C disc access error handling routine 

9000 WRITE (loqonlu,Y005) ius,iline 
9005 FORMAT (//‘##s@Disc access error ’ ,X4,’ in program DATSl’ , 

1 ' at iline=',15) 
9500 STOP 

END 

C This function takes two words of raw data input from the 
C 2250 and converts them to one voltage 

REAL FUNCTION UOLTS(Word1 ,Word2) 

INTEGER Word1 ,Word2 ! words to be converted 

ZF (IAND(200B,Word2),E~.O~ THEN 
M=IAND(7H,Wurd2) 
N=IAND(17B,ISHFT(Word2,-3)) 
UOLTS=((Wordl%256,0)+ISHFT(Word2> -8))c~0,5~~(N+i))~([),l~~M) 

ELSE 
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0418 VOLTS-- -2. OE-Y 
0419 ENDIF 
0420 RETURN 
0421 END 
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hCRTPL T=OO004 IS ON CR 00020 USING 00042 BLKS R=OOOO 
1:44 PM TUE., 10 JAN,) 1904 

0001 FTN7X ) 9 
PROGRAM CRTPLT(“J) 0002 

0003 
0004 c 
0005 c 
0006 c 
0007 c 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0053 
0054 
0055 
0056 
0057 

This is a segment of the plotting program for the Rockfill 
Research Project DB-31. This segment is called by program 
PLOT1 when the operator requests a plot of data using the 
HP-1350 graphics translator and the HP-1310 graphics display, 

COMMON /a/ seg 
COMMON loqonlu,tinel,tine 2,Minplot,Maxplot,Ticplot,Units 
COMMON ChanNum,ChData,NufiPoints,NuMChan,DataFile,StartChan 
COMMON ZeroCorrection,CalFactor,Description,TestTitle 

INTEGER dunmy ! dummy integer variable 

INTEGER ios ! I/O status return 

INTEGER logonlu ! LIJ 0.f log-on device 

INTEGER NAME(3) ! array for next segment name 

INTEGER ChanNum(3) ! array of channels of interest 

INTEGER NuMPoints ! number of points to be plotted for 
! each channel 

INTEGER NumChan ! total number of channels to be plotted 

INTEGER ilirle ! disc read error locator 

INTEGER Point ! point number to be plotted 

INTEGER Channel ! channel number index 

INTEGER CurveLabel(21) ! integer variable for curve labeling 

INTEGER TestT(40) ! test title integer variable 

INTEGER Tlength ! length of test title 

INTEGER StartChan ! starting channel number 

REAL Min(3),Max(3) ! nin and MPX of channel data to be plotted 

REAL Minplot,Maxplot,Ticplot! nin, MAX and tic spacing for plot 

REAL tinel,tine2 ! time range for plotting 

DIMENSION ChData(3,lSOO) ! array to hold converted and scaled data 

DIMENSION lbuf(200) ! large output print buffer 

DIMENSION ZeroCorrection(48)! channel zero correction factors 

DIMENSION CalFactor(48) ! channel calibration factor5 
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0098 
0059 
OObO 
0061 
OObP 
0063 
0064 
0065 
OObb 
0067 
0068 
0069 
0070 
0071 
0072 
0073 
0074 
0075 
0076 
0077 
0078 
0079 
0080 
0081 
0082 
0083 
0084 
0085 
0086 
0087 
0088 
0009. 
0090 
0091 
0092 
0093 
0094 
0095 
0096 
OOY7 
0098 
0079 
0100 
0101 
0102 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 

LOGICAL ex ! file existence inquiry return 

CHARACTER*1 YGRN ! question response variable 

CHARACTERS11 Units(48) ! channel units of measurement 

CHARACTER*12 DataFile ! name of data file 

CHARACTER*32 Description(48)! measurement description for each channel 

CHARACTERS42 Desc ! channel description 

CHARACTER*80 TestTitLe ! string for test title 

EQUIVALENCE (Desc,CurueLabel.),(TestTitle~Tes.tT) 

CALL LGhUF (lbuf,200) 

DATA NAME(l)/‘PL’/,NAME(2)/‘aT’/,NAMEo/’l ‘/ 

2 FORMAT(A32) 

C initialization of plotting program 

CALL ZDEGN 
CALL ZDINT (7,O,dummy) 

C labeling of graph with test title 

CALL ZWLND (0,0,1.0,0.0,20.0) 
CALL ZCSIZ (0,01,0,38) 
TLenqth=LENGTH(TestTitle,80) 
CALL ZtiOUE (0.5- T1ength/2.0*0.01172,15.0) 
CALL ZTEXT (Tlenqth,TestT) 

C legend for curve I ID 

CALL ZMOUE (0.1,5.0) 
CALL ZDRAW (0,193,5.0) 
Desc(l:2)=’ ’ 
Desc(3:34)=Description(ChanNunO) 
CALL ZTEXT (34,CurveLabel) 
IF (NumChan,EQ.l) GOT0 100 

C legend for curve 2 SD 

CALL ZMOVE (0,1,4,0) 
Desc(l :1(j)=‘-------- ’ 
Desc(ll:42)=Description(ChanNuMo) 
CALL ZTEXT (42,CurveLabel) 
‘IF (NumChan.EG.2) GOT0 100 

C legend for curve 3 ID 

CALL ZMOUE (0,1,3,0) 
Desc(l:lO)=‘..,.,... ’ 
Desc(ll:42)=Description(ChanNum(3)) 
CALL ZTEXT (42,CurveLabel) 

C drawing of axe5 
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0118 
0119 100 CALL. ZUIEW (0~0>1.0>0.3.0.7) 
0120 
0121 
01X? 
0123 c 
0124 
0125 
0126 
0127 C 
012.8 
0129 
0130 
0131 
0132 
0133 
0134 
0135 c 
0136 
0137 
0138 
0139 c 
0140 
0141 
0142 
0143 
0144 
0145 
0146 
0147 
0148 
0149 
0150 
0151 c 
0152 
0153 
0154 
0155 c 
0156 
0 1 57 
0158 
0159 
0160 
0161 
0 162 
0163 
0164 
0165 
0166 
0167 
0168 C 
0169 

CALL DRAWAXES (~imei,tirk?,Minplot,Maxplot,l.O,Ticpl.ot~ 
1 ‘TIME (SECS) ’ ,Units(ChanNuti(l))) 

plotting of first channel of data with solid line 

CALL ZMOVE ~timel+O.OOl*~ChanNum~l~-lj>ChData(l,l)) 

loop to plot individual points 

DO Point=Z,NumPoints 
CALL ZDRAW (time1+0,001*~ChanNum~1~-1)*0,01~ 

1 ChData(1 ,Point)) 
END DO 

CALL ZMCUR 

check to see if last channel to plot 

IF (NumChan.EQ.l) GOT0 1000 

plotting of second channel of data with dashes 

CALL ZMOVE (timel+,001*(ChanNum(~~-l~~ChData(2,l~~ 

DO Point=Z,NumPoints,Z 
CALL ZDRAW (time1+.001*(ChanNum(2~-l~+(Point-l)#,Ol~ 

1 ChData(2 ,Point)) 
CALL ZMOUE (time1+.001~(ChanNum(2~-~l~+Point~,Ol, 

1 ChData(Z,Point+l)) 
END DO 

CALL ZMCUR 

check to see if last channel to plot 

IF (NumChan.EQ.2) GOT0 1000 

plotting of third channel of data with dots 

CALL ZMOVE (timel+,OO1~~ChanNum(3)-1),ChData(3,1)) 
CALL ZDRAW (time1+,00l*~ChanNum(3)-1),ChData(3,1)) 

DO Point=2,NumPoints 
CALL ZMOVE (timel+, UOl%(ChanNum(3)-l)+(Point-1 )s. 01) 

1 ChData(3,Point)) 
CALL ZDRAW (time1+.001*(ChanNum(3)-1)+(Point-1~~.01~ 

1 ChData(3,Point)) 
END DO 

CALL ZMCUR 

ask operator if finished with CRT plot5 

0170 1000 WRITE (logonlu,1005) 
0171 1005 FORMAT(//‘Do you want to plot more (Y ot- N)?‘) 
0172 READ (logonlu,lOlO) YURN 
0173 1010 FORMAT 
0174 iline= 
0175 seg=;? 
0176 IF (YORN.EQ,‘Y’) CALL SEGLD (NAME,ierr) 
0177 
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0178 IF (ierr.EQ.0) GOT0 9300 
0179 
0180 c disc access error handling routine 
0181 
0182 9000 WRITE (logonlu,9005) ierr,iline 
0183 9005 FORMAT (//'*mmi+Disc access error ‘,I4,’ in program DATS2’, 
OlS4 1 ' at iline=',I5) 
0185 
OlSb 9500 CALL ZDEND 

CALL ZEND 
STOP 
END 

0187 
0188 
0189 
0190 
0191 
0192 
0193 
0194 
0195 
0196 c 
0197 c 
0198 C 
0199 c 
0200 
0201 
0202 
0203 
0204 
0205 
0206 
0207 
0208 
0209 
0210 
0211 
0212 
0213 
0214 
0215 
0216 
0217 
0218 
0219 
0220 
0221 
0;12;! 
0223 c 
0224 
0225 
0226 
0227 
0228 C 
0229 
0230 
0231 
0232 
0233 
0234 
0235 c 
0236 
0237 

SUBROUTINE DRAWAXES (Xnin,Xmax,Ynin,Ynax,Xtic,Ytic,LABEL1,LAI3ELl~LABEL2) 

This subroutine draws a set of axes and labels them using the DGL 
subroutine set for doing this. Inputs are miniMum, maximun, tic 
spacing and label for each axis, It is necessary to define the 
uiewport and window before entering this subroutine, 

INTEGER XL(C>) ,YL(b) ! integer variables for storage of 
! axis labels 

INTEGER Xlength,Ylength ! length of axis labels 

INTEGER OPCODE ! pass paraneter for ZIWS call 

INTEGER Isize,Rsize ! ZIWS return array sizes 

INTEGER Ilist ! ZIWS return array 

CHARACTER*12 Xlabel,Ylabel ! axis labels 

CHARACTERS12 LAHELl,LABEL2 ! axis labels from main program 

REAL Rlist (4) ! ZIWS return array 

EQUIVALENCE (Xlabel,XL),(Ylabel,YL) 

Xlabel=LABELl 
Ylabel=LABEL.2 

set window to known size and set character size 

CALL ZWIND (0.0,1.0,0.0,1.0) 
CALL ZCSIZ (.0125,,02) 

inquire to find character size in world coordinates 

OPCODE=250 
Isize=O 

Rsi ze=2 
CALL ZIWS (OPCODE,Isize,Rsize,Ilist,Rlist,ierr) 

find axis label lengths and write them centered on each axis 

Xlength-LENGTH (Xlabel,li) 
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0238 
02'39 
0240 
0241 
0242 
0243 
0244 
0245 
0246 
0247 
024&3 
0249 
0250 
02Fil 
0252 
0253 
0254 
0255 
023b 
0257 
0 258 . 
0259 
0260 
0261 
0262 
0263 
0264 
0265 
02?66 
0267 
0268 
0269 
0270 
0271 
0272 
0273 
0274 
0275 
0276 
0277 
0278 
0279 
0280 
0281 
0282 
0283 
0284 
0285 
0286 
0287 
0288 
0289 

C 
C 

C 

C draw axes 

10 

Ylength=LENGTH (Ylabel,ll) 
CALL ZMOUE (0,5-Xlength/2.O*Rlist(l),O.O) 
CALL ZTEXT (Xlenqth,XL) 
CllLL ZHOUE (Rlist(2)*O.3,O.S-Y1ength/2,O*Rlist(l)) 
CALL ZOESC (1057) 
CALL ZTEXT (Ylength,YL) 

inquire to find out viewport limits, then expand the uiewport 
to give room for tic labels 

UPCODE= 
Isize= 
Rsize=4 
CALL ZIWS (UPCODE,Isize,Rsize,Ilist,Rlist>ierp) 
CALL ZVIEW ((Rlist(2)-Rlist(l))u0.05+Rlist(l), 

I (Rlist(2)-Rlist(l))*O,9+Rlist~l~~ 
2 (Rlist(4)-Rlist(3))nO .2+Rlist(3),Rlist(4)) 

change window for axes drawing 

Xtotal=Xmdx-Xmin 
Ytotal=Ynax-Ymin 
CALL ZWIND (Xnin-O.lS+Xtotal,Xnax+O.lwXtotal,Ynin,Ymax~ 

CALL LAXES (Xtic,Ytic,Xnin,S,O~Ymin~2~2,0.01) 
CALL LAXES (Xtic,Ytic,Xmin-0.5~Xtota1~Ymin~~~2!,0.01~ 

RETURN 
END 

INTEGER FUNCTION LENGTH (STRING,L) 

This function checks a string to see how many characters are 
present in it, The string is checked for two successive blank 
characters, when this condition is found, it assumes that the 
last non-blank character is the last character of the string 
and the length is given the value of the character position of 
that last non-blank character. 

CHARACTERS80 STRING 
LENGTH=L 
DO I+z,L-1 

IF (STRING(I:I+i).EQ.' ') THEN 
LENGTH= I-1 
GOT0 10 

ENDIF 
END DO 
;;TL;;RING(L:L).EQ.’ ‘) LENGTH=L-1 

END 
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hHRDPL T-00004 IS ON CR 00020 USING 00042 BLKS R=OOOO 
2:40 PM TUE., 10 JAN, > 19U4 

0001 FTN7X,4 
0002 
0003 
0004 c 
000s c 
0006 c 
0007 c 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
001s 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0053 
0054 
0055 
0056 
0057 

PROGRAM HRDPLT(S) 

This is a segment the plotting program for the Rockfil.1 
Research Project DE+31. This segment is called by program 
PLOTi when the operator requests a plot using the HP-9872 
plotter. 

COMMON /a/ 5eq 
COMMON loqonlu,timel,time 2,Minplot,Maxplot,Ticplot~Units 
COMMON ChanNum,ChData,NumPoints,NuMChan,DataFile,St~~rt~han 
COMMON ZeroCorrection,CalFactor,nescription,TestTitle 

INTEGER dummy ! dummy integer variable 

INTEGER i os ! I/O status return 

INTEGER loqonlu ! LU of log-on device 

INTEGER NAME(3) ! array for next segment name 

INTEGER ChanNum(3) ! ar’ray of channels of interest 

INTEGER NunPoints ! number of points to be plotted for 
! each channel 

INTEGER NumChan ! total number of channels to be plotted 

INTEGER iline ! disc read error locator 

INTEGER Point ! point number to be plotted 

INTEGER Channel ! channel number index 

INTEGER Cur vtiLabel(21) ! integer variable for curve labeling 

INTEGER TestT(40) ! test title integer variable 

INTEGER Tlength ! length of test title 

INTEGER StartChan ! starting channel number 

REAL Min(3),Max(3) ! min and max of channel data to be plotted 

REAL Minplot ,Haxplot ,Ticplot ! min, max and tic spacing for plot 

REAL timel,time2 ! time range for plotting 

DIMENSION ChData<3,1500) ! array to hold converted and scaled data 

DIMENSION Lbuf(200) ! large output print buffer 

DIMENSION ZeroCorrection(48)! channel zero correction factors 

DIMENSION CalFactor(48) ! channel calibration factors 

108 



0033 
0059 
0060 
0061 
0062 
0063 
0064 
0065 
0066 
0067 
0068 
0069 
0070 
0071 
0072 
0073 
0074 
0079 
0 076 
0077 
0078 
0079 
0080 
0081 
0082 
0083 
0084 
0085 
0086 
0087 
0088 
OOG9 
0090 
00'31 
0092 
0093 
0094 
0095 
0096 
00'37 
0098 
0099 
a100 
0101 
0102 
0103 
0104 
0105 
0106 
0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 

LOGICAL ex ! file existence inquiry return 

CHARACTER*1 YORN ! question response variable 

CHARACTER%11 Units(48) ! channel units of measuretient 

CHARACTER*12 DataFile ! name of data file 

CHARRCTER*32 Description(48)! measurement description for each channel 

CHARACTER*34 Desc ! channel description 

CHARACTER+80 TestTitle ! rjtring for test title 

EQUIVALENCE (Desc,CurueLabel),(TestTitle,TestT) 

CALL LGBUF (lbuf ,200) 

DATA NAME(l>/'PL'/,NAME(2)/'OT'/,NAME(3)/'1 '/ 

2 FORMAT(A32) 

C initialization of plotting program 

CALL ZHEGN 
CALL ZDINT (8,0,duwmy) 
CALL ZDLIM (0.0,254~0,0.0,190.0) 
CALL ZASPK (254,0,190,0) 

C labeling of graph with test title 

CALL ZWIND (0,0,1,0,0.0,1,0) 
CALL ZCSIZ (0.0125,0.035) 
Tlength=LENGTH(TestTitle,80) 
CALL ZMOVE (0.FT1ength/2,0*0,01172~0.98) 
CALL ZTEXT (Tlength,TestT) 

c legend for curve 1 ID 

CALL ZCSIZ (0,0125,0,028) 
CALL ZCOLR (2) 
CALL ZMOVE (0.1,0.04) 
CALL ZDRAW (0.15,0.04) 
Desc(l:2)=’ ’ 
Desc(3:34)=Description(ChanNunO) 
Tlenqth=LENGTH(Desc,34) 
CALL ZTEXT (Tlenqth ,CurveLabel) 
IF (NumChan.EQ.l) GOT0 100 

C legend for curve 2 ID 

CALL ZCOLR ( 3) 
CALL ZMOVE (0,1,.02) 
CALL ZDRAW (0.15,0.02) 
Desc(3:34)=Description(ChanNum(2)) 
Tlenqth=LENGTH(Desc,34) 
CALL ZTEXT (Tlenqth,CurueLabel) 
IF (NumChan.EQ.2) GOT0 100 

C legend for curve 3 ID 
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c 

100 
C 

c 

C 

0118 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
0126 
0127 
0128 
0129 
0130 
0131 
0132 
0133 
0134 
0135 
0136 
0137 
0138 
0139 
0140 
0141 
0142 
0143 
0144 
0145 
0146 
0147 
0148 
0149 
0 1 5 0 
0151 
0152 
0153 
0154 
01% 
0156 
0157 
0158 
0159 
0160 
0161 
0162 
0163 
0164 
0169 
0166 
0167 
0108 
0169 
0170 
0171 
0172 
0173 
0174 
0175 
0176 
0177 C 

CALL ZCOLR (4) 
CALL ZMO’JE ~0.1,O.O) 
CALL ZDRAW (0.15,O.O) 
Desc(3:34)=Description(ChanNunO) 
Tlenqth=LENGTH(Desc,34) 
CALL ZTEXT (Tlength ,CurueLabel) 

drawing of axes 

CALL ZCOLR (1) 
CALL ZUIEW (0.0,1.0,.10,,95) 
CALL DRAWAXES (timel,time 

1 
2,Minplot,llaxplot,l.O,Ticplot, 

‘TIME (SECS)‘,Units(ChanNunO))) 

plotting of first channel of data with color 2 

CALL ZCOLR (2) 
CALL ZHOVE (time1+0.001~GChanNum(1)-1),ChData(1,1)) 

loop to plot individual points 

DO Point=E,NumPoints 

1 
CALL ZDRAW (time1+0,001*(ChanNum~l~-l)+~Point-l~~O.Oi~ 

ChData(l,Point)) 
END DO 

CALL ZMCUR 

check to see if last channel to plot 

IF (NumChan.EQ,l) GOTO 1000 

plotting of second channel of data with color 3 

CALL ZCOLR (3) 
CALL ZMOVE (time1*,001*(ChanNum(2~-1~~ChData~2~1)) 
CALL ZDRAW (time1+.001*(ChanNum(2~-1~~ChData~2~1)) 

DO Point=2,NumPoints 
CALL ZDRAW (time1+.001*(ChanNum(2~-1~+~Point-1~~,01, 

1 ChData(2,Point)) 
END DO 

CALL ZMCUR 

check to see if last channel to plot 

IF (NumChan.E4,2) GOT0 1000 

plotting of third channel of data with color 4 

CALL ZCOLR (4) 
CALL ZMOUE (timel+.OOlw(ChanNum(3)-l~,ChData~3~l)) 

DO Point=2,NumPoints 
CALL ZDRAW (time1+,00l~(ChanNum(3)-‘l~+~Point-~l~~.Ol~ 

1 ChData(3,Point)) 
END DO 

CALL ZMCUR 

ask operator if finished with CRT plots 
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0178 
0179 
0180 
OlUl 
0182 
0183 
0184 
0185 
0186 
0187 
0188 
0189 
0190 
0191 
0192 
0193 
0194 
0195 
0196 
0197 

1000 CALL ZCOLR (0) 
CALL ZMCUR 
WRITE (logonlu) 1005) 

1005 FORMAT(//‘Do you want to plot more (Y or N)?‘) 
READ (logonlu,lOlO) YORN 

1010 FORMAT 
iline=lOll 
seg=2 
IF (YORN.EQ.‘Y’) CALL SEGLD (NAME,ierr) 

IF (ierr.EQ.0) GOT0 9500 

C disc access error handling routine 

9000 WRITE (logonlu,9005) ierr,iline 
9005 FORMAT t//‘***xDisc access error”,I4,’ in program DATSZ’, 

1 ’ at iline=‘, 

9500 CALL ZDEND 
CALL ZEND 
STOP 
END 

0198 
0199 
0200 
0201 
0202 
0203 
0204 
0205 
0206 
0207 c 
0208 C 
0209 c 
0210 
0211 
0212 
0213 
0214 
0215 
0216 
0217 
0218 
0219 
0220 
0221 
0222 
0223 
0224 
0225 
0226 
0227 
0228 
0229 
0230 
0231 
0232 
0233 C 
0234 
0235 
0236 
0237 

SUBROUTINE DRAWAXES (Xmin,Xmax,Ymin,Ymax,Xtic,Ytic,LABELl~LABEL2~ 

This subroutine draws a set of axes and labels them using the DGL 
subroutine set for doing this, Inputs are minimum, maximum, tic 
spacing and label for each axis. 

INTEGER XL(6),YL(6) ! integer variables for storage of 
! axis labels 

INTEGER Xlength,Ylength ! length of axis labels 

INTEGER OPCODE ! pass parameter for ZIWS call 

INTEGER Isize,Rsize ! ZIWS return array sites 

INTEGER Ilist ! ZIWS return array 

CHARACTERS12 Xlabel,Ylabel ! axis labels 

CHARACTER*12 LABELl,LABEL2 ! axis labels from main program 

REAL Rlist(4) ! ZZWS return array 

EQUIVALENCE (Xlabel,XL),(YTabel,YL) 

Xlabel=LABELi 
Ylabel=LAbEL2 

find axis label lengths and write them centered on each aXiS 

Xl.ength=LENGTH (Xlabel,ll) 
Ylength=LENGTH (Ylabel,ll) 
CALL ZMOVE (0.56-X1ength/2.0+0.0125~0.08) 
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0238 
0239 
0240 
0241 
0242 
0243 
0244 
0245 
0246 
0247 
0248 
0249 
025 0 
0251 
0252 
0253 
0234 
0255 
0256 
0257 
0258 
0259 
0260 
0261 
0262 
0263 
0204 
0265 
0266 
0267 
02168 
0269 
0270 
0271 
0272 
0273 
0274 
02'7% 
0276 
0277 
0278 
0279 
0280 
0281 
0282 
0283 
0204 
0285 
0286 
02S7 
02S8 
0289 
0270 
0291 
0272 
0293 
02‘34 
0295 

c inquire to find out viewport limits, then expand the viewport 
C to give room for tic labels 

c change window for axes drawing 

c draw axes 

C 

0 

CAL.L ZTEXT (XIength,XL) 
CALL ZMUUE 10,02,0.54-YIength/2,OxO,O2) 
Rlist(l)=O,O 
RIist(2)=127.999 
CALL ZOESC (250,0,2,Ilist,Rlist) 
CALL ZTEXT (YIength,YL) 
Rlist(l)=127.999 
Rlist(2)=O,O 
CALL ZGESC (2SO,O,2,Ilist,Rlist) 

UPCODE= 
Isize-O 
Rsize-4 
CALL ZIWS (UPCODE,Isize,Rsize,Ilist,Rlist,ierr) 
CFILL ZDLIH (0.0 ,254.0,20.0,180.0) 
CALL ZASPK (2S4.0,lhO.O) 

Xtotal=Xmax-Xmin 
Ytotal-Ymax-Ymin 
CALL ZWIND (Xmin-O.l*XtotaI,Xmax+O.O2xXtotaI~ 

1 Ymin-O.OS*Ytotal,Ymax+~O~O2xYtotaI) 
CALL ZCSIZ (O,Ol*XtotaI,O.O4xYtotal) 

CALL LAXES (Xtic,Ytic,Xmin,Ymin~2~2,0,01) 

RETURN 
END 

INTEGER FUNCTION LENGTH (STRING,L) 

This function checks a string to see how many characters are 
present in it. The string is checked for two successive b3.ank 
characters) when this condition is found, it assumes that the 
last non-blank character is the last character of the string 
and the length is given the value of the character position of 
that last non-blank character, 

CHARACTERS80 STRING ! string to be checked 
LENGTH=L ! L is the length of the string variable passed 

loop to check for a character starting at the end of the string 

DO I=O,L-1 
IF (STRINGCL-I:L-I).EQ.' ') THEN 

LENGTH=LENGTH-1 
ELSE 

GOT0 10 
ENDIF 

END DO 
RETURN 
END 
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APPENDIX D [40] 
PERFORMANCE CHARACTERISTICS OF THE HYDRAULIC RAM 

AND ACCELEROMETER SPECIFICATIONS 





Ram No. 1 

Vector force lb (kg) .............................................................................................. .50,000 (22 680) 
Stall force lb (kg) ................................................................................................... 77,000 (34 900) 
Maximum stroke inch (mm). ................................................................................... 1 (25) 
Maximum velocity (in/s) (mm/s). ............................................................................. 18 (457) 
Maximum frequency (hz) ........................................................................................ 400 

SPECIFICATIONS OF EGA-1 25 SERIES MINIATURE ACCELEROMETERS* 

Model EGA-125 is the uniaxial piezoresistive accelerometer used to measure embankment accelerations. 

Model EGA-l 25-5 EGA-125-10 

Range +5g * log 

Sensitivity 15 mV/g nom. 12 mV/g nom. 

Resonant frequency 300 Hz 500 Hz 

Nonlinearity + 1% f 1% 

Transverse sensitivity 3% max. 3% max. 

Weight 0.5 g 0.5 g 

“fntran Bullerin, EGAS-582, Entran Devices, Inc., Fairfield, New Jersey, no date. 

115 





APPENDIX E 
THREE-DIMENSIONAL MODEL PLOTS, 

MODEL CROSS SECTIONS, AND POINT GAUGE DATA 

CONTENTS 

Figure 
FIGURES 

Page 

E-l 
E-2 
E-3 
E-4 
E-5 
E-6 
E-7 
E-8 
E-g 
E-10 

Three-dimensional plot for model No. 1 - pretest.. ........................................................... 119 
Three-dimensional plot for model No. 3 - posttest ........................................................... 119 
Three-dimensional plot for model No. 5 - pretest.. ........................................................... 120 
Three-dimensional plot for model No. 5 - posttest ........................................................... 120 
Three-dimensional plot for model No. 6 - posttest ........................................................... 12 1 
Centerline cross sections for models No. 1 and No. 2.. ..................................................... 121 
Centerline cross sections for models No. 3 and No. 4.. ..................................................... 122 
Centerline cross sections for models No. 5 and No. 6.. ..................................................... 123 
Simplified centerline failure surfaces for models No. 3 and No. 4 ....................................... 124 
Simplified centerline failure surfaces for models No. 5 and No. 6 ....................................... 125 

Table 
TABLES 

E-l 
E-2 
E-3 
E-4 
E-5 
E-6 
E-7 
E-8 

Input data for three-dimensional plots - file D8 1 ............................................................... 126 
Input data for three-dimensional plots - file DB 1 A ............................................................ 127 
Input data for three-dimensional plots - file DB2A ............................................................ 128 
Input data for three-dimensional plots - file DB3A ............................................................ 130 
Input data for three-dimensional plots - file DB4A ............................................................ 132 
Input data for three-dimensional plots - file DB5A ............................................................ 134 
Input data for three-dimensional plots - file DB5B.. ........................................................... 136 
Input data for three-dimensional plots - file DBGA ............................................................ 138 





Figure E-l. - Three-dimensional plot for model No. 1 - pretest. 

Figure E-2, - Three-dimensional plot for model No. 3 - posttest. 
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'1 

Figure E-3. - Three-dimensional plot for model No. 5 - pretest. 

Figure E-4. - Three-dimensional plot for model No. 5 - posttest. 
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Figure E-5. - Three-dimensional plot for model No. 6 - posttest. 

MODEL NO. 1 CENTERLINE SECTION 
25 

n 

- F 
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v 
z 15 - 
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2 
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MODEL NO. 2 CENTERLINE SECTION 
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Figure E-6. - Centerline cross sections for models No. 1 and No. 2 

121 



MODEL NO. 3 CENTERLINE SECTION 
2s 

n 
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MODEL NO. 4 CENTERLINE SECTION 
25 

n 

- F 

; 20 
v 

i3 1s - 

2 a 10 - 
6 
iI! 5 

. 0 -4s -3s -2s -15 -5 5 15 2s 3s 45 
TRANSVERSE SECTION <in.> 

Figure E-7. - Centerline cross sections for models No. 3 and No. 4. 
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MODEL NO. 5 CENTERLINE SECTION 
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Figure E-8. - Centerline cross sections for models No. 5 and No. 6. 
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n 
*5 r 

MODEL NO. 5 FAILURE SURFACE* 
*Note: These are “simplified” failure surfaces 

20 - 

15 - 

10 - 

5- 

faL 1 
0 10 20 30 40 50 60 70 80 90 

TRANSVERSE SECTION <tn.> 

MODEL NO. 6 FAILURE SURFACE* 
25 - 

n 
i 20 - 

0 
0 10 20 30 40 50 60 70 60 90 

TRANSVERSE SECTION <tn.> 

Figure E-g. - Simplified centerline failure surfaces for models No. 3 and No. 4. 
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MODEL NO. 3 FAILURE SECTION* 
25 r *Note: These are "simplified" failure surfaces 
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Figure E-10. - Centerline failure surfaces for models No. 5 and No. 6. 
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Table E-l. - Input data for three-dimensional plots - file DBl . 

x 
13. 
13. 
13. 
13. 
13. 
13. 
16. 
16. 
16. 
16. 
16. 
16. 

22. 
22. 
22. 
22. 
22. 
22. 
28. 
28. 
28. 
28. 
28. 
28. 
34. 
34. 
34. 
34. 
34. 
34. 
40. 
40. 
40. 
40. 
40. 
40. 
43. 
43. 
43. 
43. 
43. 
43. 
44. 
44. 
44. 
44. 
44. 
44. 
45. 
45. 
45. 

v 
:: 
12. 
18. 
24. 
30. 
0. 
6. 
12. 
18. 

24. 
30. 
0. 
6. 
12. 
18. 
24. 
30. 
0. 
6. 
12. 
18. 

24. 
30. 
0. 
6. 
12. 
18. 

3:: 
0. 
6. 
12. 
18. 
24. 
30. 
0. 
6. 
12. 
18. 

24. 
30. 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 
00.0 
06.0 
12.0 

z 
0. 
0. 
0. 
0. 
0. 
0. 
1.1 

::: 
1.3 
1.2 
1.1 

4.4 
4.3 
4.3 
4.3 
4.3 
4.4 
7.3 
7.1 
7.2 
7.3 
7.4 
7.5 
10.4 
10.5 
10.5 
10.5 
10.9 
10.5 
13.7 
13.7 
13.8 
13.7 
13.7 
13.5 
15.1 
15.1 
15.1 
15.1 
15.1 
15.0 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15. l 
15.1 

11 
45. 
45. 
45. 
46. 
46. 
46. 
46. 
46. 
46. 
47. 
47. 
47. 
47. 
47. 
47. 
50. 
50. 
50. 
50. 
50. 
50. 
56. 
56. 
56. 
56. 
56. 
56. 
62. 
62. 
62. 
62. 
62. 
62. 
68. 
68. 
68. 
68. 
68. 
68. 
74. 

::: 
74. 
74. 
74. 
77. 
77. 
77. 
77. 
77. 
77. 

Y - 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 
18.0 

24.0 
30.0 
0. 
6. 
12. 
18. 

24. 
30. 
0. 
6. 
12. 
18. 

24. 
30. 
0. 
6. 
12. 

::: 
30. 
0. 
6. 
12. 
18. 

24. 
30. 
0. 
6. 
12. 
18. 
24. 
30. 
0. 
6. 
12. 
18. 

24. 
30. 
0. 

6.0 
12.0 
18.0 
24.0 
30.0 

z 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
15.1 
16.1 
15.0 
13.7 
13.9 
13.6 
13.6 
13.5 
13.5 
10.6 
10.7 
10.6 
10.8 
10.7 
10.5 

7.6 
7.7 
7.6 
7.6 
7.5 
7.4 
4.4 
4.5 
4.6 
4.6 
4.4 
4.3 
1.5 
1.5 
1.5 
1.4 
1.4 
1.3 

0. 
0.0 
0.0 
0.0 
0.0 
0.0 
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Table E-2. - Input data for three-dimensional plots - file IX1 A. 

II 
10.0 
10.0 
10.0 
10.0 
10.0 
10.0 
16.0 
16.0 
16.0 
16.0 
16.0 
16.0 
22.0 
22.0 
22.0 
22.0 
22.0 
22.0 
28.0 
28.0 
28.0 
28.0 
28.0 
28.0 
34.0 
34.0 
34.0 
34.0 
34.0 
34.0 
40.0 
40.0 
40.0 
40.0 
40.0 
40.0 
45.0 
45.0 
45.0 

Y - 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 

00.0 
06.0 
12.0 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 
00.0 
06.0 
12.0 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 

z 
00.4 
00.3 
00.3 
00.1 
00.2 
00.0 
02.8 
03.0 
03.0 
02.9 
03.1 
02.7 
05.0 
05.0 
04.8 
05.2 
05.0 
05.0 
07.2 
07.4 
07.4 
07.4 
07.6 
07.4 
09.6 
09.4 
09.3 
09.4 
09.5 
09.6 
12.2 
12.2 
12.2 
$2.3 
12.1 
12.0 
13.7 
13.8 
13.8 

x 
45.0 
45.0 
45.0 
50.0 
50.0 
50.0 
50.0 
50.0 
50.0 
56.0 
56.0 
56.0 
56.0 
56.0 
56.0 
62.0 
62.0 
62.0 
62.0 
62.0 
62.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 

Y - 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 
00.0 
06.0 
12.0 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 
00.0 
06.0 
12.0 
18.0 

24.0 
30.0 
00.0 
06.0 
12.0 
18.0 
24.0 
30.0 

L 
14.0 
13.9 
13.5 
11.9 
11.9 
11.9 
12.1 
12.2 
11.7 

09.6 
09.8 
09.6 
09.5 
09.5 
09.3 
07.8 
08.0 
08.0 
07.8 
07.6 
07.6 
05.9 
06.0 
05.9 
05.9 
05.7 
05.4 
03.6 
03.7 
03.8 
03.9 
03.7 
03.6 
01.8 
02.0 
02.0 
02.0 
01.9 
01.7 
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Table E-3. - Input data for three-dimensional plots - file DBPA. 

X Y Z X Y Z X 
10.0 00.0 00.0 28-o OS.0 07-G 45-o 
10.0 03.0 00.0 28.0 12.0 07.6 45.0 
10.0 06.0 00.0 28.0 15.0 07.6 45.0 
10.0 09.0 00.0 28.0 18.0 07.6 45.0 
10.0 12.0 00.0 28.0 21.0 07.6 45.0 
10.0 15.0 00.0 28.0 24.0 07.6 47.0 
10.0 18.0 00.0 28.0 27.0 07.6 47.0 
10.0 21.0 00.0 28.0 30.0 07.4 47.0 
10.0 24.0 00.0 31 .o 00.0 08.5 47.0 
10.0 27.0 00.0 31 .o 03.0 08.4 47.0 
10.0 30.0 00.0 31.0 06.0 08.3 47.0 
13.0 00.0 01.7 31.0 09.0 08.4 47.0 
13.0 03.0 02.0 31.0 12.0 08.5 47.0 
13.0 06.0 01.7 31.0 15.0 08.6 47.0 
13.0 09.0 01.7 31 .o 18.0 08.6 47.0 
13.0 12.0 01.9 31 .o 21 .o 08.7 47.0 
13.0 15.0 02.0 31.0 24.0 08.5 50.0 
13.0 18.0 01.8 31.0 27.0 08.4 50.0 
13.0 21 .o 01.9 31.0 30.0 08.3 50.0 
13.0 24.0 01.8 34.0 00.0 09.8 50.0 
13.0 27.0 01.8 34.0 03.0 09.8 50.0 
13.0 30.0 01.5 34.0 06.0 09.8 50.0 
16.0 00.0 02.8 34.0 09.0 09.6 50.0 
16.0 03.0 03.1 34.0 12.0 09.7 50.0 
16.0 06.0 03.0 34.0 15.0 09.6 50.0 
16.0 09.0 03.0 34.0 18.0 09.6 50.0 
16.0 12.0 03.0 34.0 21.0 09.6 50.0 
16.0 15.0 03.1 34.0 24.0 09.5 53.0 
16.0 18.0 03.1 34.0 27.0 09.5 53.0 
16.0 21.0 03.2 34.0 30.0 09.6 53..0 
16.0 24.0 03.2 37.0 00.0 11.2 53.0 
16.0 27.0 03.2 37.0 03.0 11.7 53.0 
16.0 30.0 02.9 37.0 06.0 11.2 53.0 
19.0 00.0 04.1 37.0 09.0 11.0 53.0 
19.0 03.0 04.2 37.0 12.0 11.1 53.0 
19.0 06.0 04.3 37.0 15.0 10.9 53.0 
i9.0 09.0 04.2 37.0 18.0 10.9 53.0 
19.0 12.0 04.1 37.0 21.0 10.9 53.0 
19.0 15.0 04.1 37.0 24.0 10.8 56.0 
19.0 18.0 04.2 37.0 27.0 10.9 56.0 
19.0 21 .o 04.2 37.0 30.0 11.0 56.0 
19.0 24.0 04.3 40.0 00.0 12.6 56.0 
19.0 27.0 04.1 40.0 03.0 12.8 56.0 
19.0 30.0 04.0 40.0 06.0 12.8 56.0 

22.0 00.0 05.2 40.0 09.0 12.6 56.0 
22.0 03.0 05.2 40.0 12.0 12.4 56.0 
22.0 06.0 05.5 40.0 15.0 12.4 56.0 
22.0 09.0 05.4 40.0 18.0 12.2 56.0 
22.0 12.0 05.5 40.0 21 .o 12.2 59.0 
22.0 15.0 05.5 40.0 24.0 12.2 59.0 
22.0 18.0 05.5 40.0 27.0 12.4 59.0 
22.0 21.0 05.4 40.0 30.0 12.4 59.0 
22.0 24.0 05.2 43.0 00.0 14.2 59.0 
22.0 27.0 05.2 43.0 03.0 14.3 59.0 
22.0 30.0 05.2 43.0 06.0 14.2 59.0 
25.0 00.0 06.4 43.0 09.0 14.0 59.0 
25.0 03.0 06.5 43.0 12.0 13.8 59.0 
25.0 06.0 06.5 43.0 15.0 13.8 59.0 
25.0 09.0 06.6 43.0 18.0 13.6 59.0 
25.0 12.0 06.6 43.0 21.0 13.6 62.0 
25.0 15.0 06.6 43.0 24.0 13.7 62.0 
25.0 18.0 06.6 43.0 27.0 13.8 62.0 
25.0 21.0 06.5 43.0 30.0 13.7 62.0 
25.0 24.0 06.5 45.0 00.0 13.9 62.0 
25.0 27.0 06.6 45.0 03.0 13.7 62.0 
25.0 30.0 06.5 45.0 06.0 13.8 62.0 
28.0 00.0 07.4 45.0 09.0 13.8 62.0 
28.0 03.0 07.3 45.0 12.0 13.6 62.0 
28.0 06.0 07.5 45.0 15.0 13.6 62.0 
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Y 
IS.0 

21.0 
24.0 
27.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 
21.0 
24.0 
27.0 
30.0 
00.0 
03.0 
08.0 
09.0 
12.0 
15.0 
18.0 

21.0 
24.0 
27.0 
30.0 

Ei:: 
06.0 
09.0 
12.0 
15.0 
18.0 

21.0 
24.0 
27.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 

21 .o 
24.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 
21.0 
24.0 
27.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 

21 .o 
24.0 
27.0 

Z 
I 377 
13.7 
13.6 
13.6 
13.7 
13.1 
13.0 
12.9 
13.0 
12.9 
12.8 
12.9 
13.0 
13.2 
t3.1 
13.0 
11.8 
11.8 
11.7 
Il.6 
11.7 
11.6 
11.6 
11.8 
12.1 
11.9 
11.8 
10.6 
10.6 
10.5 
10.5 
10.5 
10.5 
10.4 
10.5 
10.6 
10.5 
10.6 

09.5 
09.4 
09.4 
09.4 
09.4 
09.4 
09.4 
09.4 
09.3 
09.6 
08.7 
08.7 
08.7 
08.6 
08.6 
08.7 
08.7 
08.6 
08.5 
08.7 
08.5 
07.8 
07.7 
07.7 
07.7 
07.7 
07.8 
07.7 
07.8 
07.6 
07.8 



Table E-3. - Input data for three-dimensional plots - file DB2A. - continued 

X Y - - 
62.0 30.0 
65.0 00.0 
65.0 03.0 
65.0 06.0 
65.0 09.0 
65.0 12.0 
65.0 15.0 
65.0 18.0 
65.0 21 .o 
65.0 24.0 
65.0 27.0 
65.0 30.0 
68.0 00.0 
68.0 03.0 
68.0 06.0 
68.0 09.0 
68.0 12.0 
68.0 15.0 
68.0 18.0 
68.0 21 .o 
68.0 24.0 
88.0 27.0 
68.0 30.0 
71 .o 00.0 
71.0 03.0 
71.0 06.0 
71 .o 09.0 
71.0 12.0 
71.0 15.0 
71 .o 18.0 
71 .o 21 .o 
71 .o 24.0 
71 .o 27.0 
71 .o 30.0 
74.0 00.0 
74.0 03.0 
74.0 06.0 
74.0 09.0 
74.0 12.0 

1. 
07.8 
06.6 
06.6 
06.7 
06.9 
06.9 
07.0 
07.0 
06.9 
06.9 
06.9 
06.9 
05.6 
05.6 
05.6 
05.6 
05.7 
05.7 
05.7 
05.7 
05.7 
05.6 
05.7 
04.7 
04.7 
04.8 
04.8 
04.8 
04.8 
04.7 
04.8 
04.9 
05.2 
04.8 
03.7 
03.9 
03.8 
03.9 
03.8 

X 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 

Y - 
15.0 
18.0 
21 .o 
24.0 
27.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 

21.0 
24.0 
27.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 
21.0 
24.0 
27.0 
30.0 
00.0 
03.0 
06.0 
09.0 
12.0 
15.0 
18.0 

21 .o 
24.0 
27.0 
30.0 

L 
03.9 
03.8 
03.9 
03.9 
03.9 
03.7 
02.8 
02.9 
03.0 
03.0 
02.9 
03.0 
03.0 
03.0 
03.1 
03.1 
03.0 
01.7 
02.0 
02.0 
02.1 
02.1 
02. I 
02.1 
02.2 
02.3 
02.2 
02.0 
00.9 
01 .o 
01.1 
01.1 
01.1 
01.1 
01.1 
01.1 
01.1 
01.1 
01.0 
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Table E-4. - Input data for three-dimensional plots - file DB3A. 

X Y 
13.0 30.0 
13.0 27.0 
13.0 24.0 
13.0 21.0 
13.0 18.0 
13.0 15.0 
13.0 12.0 
13.0 09.0 
13.0 06.0 
13.0 03.0 
13.0 00.0 
19.0 30.0 
19.0 27.0 
19.0 24.0 
19.0 21.0 
19.0 18.0 
19.0 15.0 
19.0 12.0 
19.0 09.0 
19.0 06.0 
19.0 03.0 
19.0 00.0 
25.0 30.0 
25.0 27.0 
25.0 24.0 
25.0 21.0 
25.0 18.0 
25.0 15.0 
25.0 12.0 
25.0 09.0 
25.0 06.0 
25.0 03.0 
25.0 00.0 
31.0 30.0 
31.0 21.0 
31.0 18.0 
31 .o 15.0 
31 .o 09.0 
31.0 06.0 
31.0 03.0 
31.0 00.0 
37.0 30.0 
37.0 27.0 
37.0 24.0 
37.0 21 .o 
37.0 18.0 
37.0 15.0 
37.0 12.0 
37.0 09.0 
37.0 06.0 
37.0 03.0 
37.0 00.0 
40.0 30.0 
40.0 27.0 
40.0 24.0 
40.0 21.0 
40.0 18.0 
40.0 15.0 
40.0 12.0 
40.0 09.0 
40.0 06.0 
40.0 03.0 
40.0 00.0 
43.0 30.0 
43.0 27.0 
43.0 24.0 
43.0 21.0 
43.0 18.0 
43.0 15.0 

Z 
O&O 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 

Et: 

l%:: 
03.0 
03.3 
03.3 
03.3 
03.3 
03.3 
03.3 
03.3 
03.3 
03.2 
03.2 
06.1 
06.2 
06.2 
06.3 
06.4 
06.5 
06.5 
06.4 
06.3 
06.3 
06.2 
09.1 
09.2 
09.3 
09.3 
09.3 
09.2 
09.2 
09.2 
12.2 
12.2 
12.2 
12.2 
12.2 
12.3 
12.3 
12.3 
12.3 
12.3 
12.4 
13.1 
13.5 
13.5 
13.5 
13.5 
12.8 
12.8 
13.5 
13.5 
13.5 
13.5 
13.8 
13.0 
12.3 
12.1 
11.9 
11.7 

X Y - - 
43.0 12.0 
43.0 09.0 
43.0 06.0 
43.0 03.0 
43.0 00.0 
45.0 30.0 
45.0 27.0 
45.0 24.0 
45.0 21 .o 
45.0 18.0 
45.0 15.0 
45.0 12.0 
45.0 09.0 
45.0 06.0 
45.0 03.0 
45.0 00.0 
47.0 30.0 
47.0 27.0 
47.0 24.0 
47.0 21.0 
47.0 18.0 
47.0 15.0 
47.0 12.0 
47.0 09.0 
47.0 06.0 
47.0 03.0 
47.0 00.0 
50.0 30.0 
50.0 27.0 
50.0 24.0 
50.0 21.0 
50.0 18.0 
50.0 15.0 
50.0 12.0 
50.0 09.0 
50.0 06.0 
50.0 03.0 
50.0 00.0 
53.0 30.0 
53.0 27.0 
53.0 24.0 
53.0 21.0 
53.0 18.0 
53.0 15.0 
53.0 12.0 
53.0 09.0 
53.0 06.0 
53.0 03.0 
53.0 00.0 
56.0 30.0 
56.0 27.0 
56.0 24.0 
56.0 21.0 
56.0 18.0 
56.0 15.0 
56.0 12.0 
56.0 09.0 
56.0 06.0 
56.0 03.0 
56.0 00.0 
59.0 30.0 
59.0 27.0 
59.0 24.0 
59.0 21 .o 
59.0 18.0 
59.0 15.0 
59.0 12.0 
59.0 09.0 
59.0 06.0 
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1. X Y 
12.0 59.0 03.0 

1 
08.1 

13.3 59.0 00.0 08.5 
14.3 62.0 30.0 06.9 
14.5 62.0 27.0 07.0 
14.6 62.0 24.0 07.8 
13.3 62.0 21.0 08.0 
12.6 62.0 18.0 08.1 
11.8 62.0 15.0 08.2 
11.1 62.0 12.0 08.1 
10.8 62.0 09.0 07.9 
10.8 62.0 06.0 07.8 
10.9 62.0 03.0 08.0 
11.1 62.0 00.0 08.0 
12.4 65.0 30.0 06.2 
13.3 65.0 27.0 06.4 
13.7 65.0 24.0 07.0 
12.7 65.0 21.0 07.4 
12.0 65.0 18.0 07.8 
10.8 65.0 15.0 07.8 
IO. 2 65.0 12.0 07.8 
10.2 65.0 09.0 07.4 
10.2 65.0 06.0 07.3 
10.0 85.0 03.0 07.4 
11.0 65.0 00.0 07.6 
12.0 68.0 30.0 05.4 
12.5 68.0 27.0 05.8 
13.6 68.0 24.0 06.4 
11.5 68.0 21.0 06.7 
10.7 68.0 18.0 06.8 

09.3 68.0 15.0 06.9 
08.9 68.0 12.0 06.7 
08.9 68.0 09.0 06.4 
08.9 68.0 06.0 06.2 
09.1 68.0 03.0 06.4 
09.5 68.0 00.0 06.7 
10.4 71.0 30.0 05.0 
10.9 71.0 27.0 05.2 
12.0 71.0 24.0 05.7 

09.8 71.0 21 .o 05.9 
08.7 71.0 18.0 05.9 
08.7 71.0 15.0 05.9 
08.3 71 .o 12.0 05.7 
07.5 71 .o 09.0 05.5 
08.0 71 .o 06.0 05.3 
08.1 71.0 03.0 05.3 
08.2 71.0 00.0 05.6 
08.9 74.0 30.0 04.5 
09.8 74.0 27.0 04.8 
10.8 74.0 24.0 05.2 

08.1 74.0 21.0 05.3 
08.0 74.0 18.0 05.2 
07.8 74.0 15.0 05.1 
07.5 74.0 12.0 04.9 
07.5 74.0 09.0 04.6 
07.8 74.0 06.0 04.4 
07.6 74.0 03.0 04.3 
07.6 74.0 00.0 04.4 
07.4 77.0 30.0 04.1 
08.6 77.0 27.0 04.3 
09.7 77.0 24.0 04.7 
07.6 77.0 21.0 04.7 
07.2 77.0 18.0 04.6 
07.4 77.0 15.0 04.5 
07.8 77.0 12.0 04.3 
08.2 77.0 09.0 04.1 
08.1 77.0 06.0 03.7 
07.9 77.0 03.0 03.1 
07.6 77.0. 00.0 02.8 
07.4 80.0 30.0 01.9 



Table E-4. - Input data for three-dimensional plots - file DB3A. - continued 

X Y L X 60.0 27.0 v 02.4 ’ 86.0 27.0 02.4 z 
80.0 24.0 03.1 86.0 24.0 02.8 
80.0 21 .o 03.6 86.0 21.0 02.6 
80.0 18.0 03.9 88.0 18.0 02.4 
80.0 15.0 04.0 86.0 15.0 02.4 
80.0 12.0 04.1 86.0 12.0 02.4 
80.0 09.0 04.3 86.0 09.0 02.3 
80.0 06.0 04.3 86.0 06.0 01.7 
80.0 03.0 03.8 86.0 03.0 01 .o 
80.0 00.0 03.6 86.0 00.0 00.2 
83.0 30.0 03.1 89.0 30.0 01.2 
83.0 27.0 03.2 89.0 27.0 01.6 
83.0 24.0 03.7 89.0 24.0 01.8 
83.0 21.0 03.7 89.0 21 .o 01..7 
83.0 18.0 03.9 89.0 18.0 01.3 
83.0 15.0 03.4 89.0 15.0 01.3 
83.0 12.0 03.3 89.0 12.0 01.3 
83.0 09.0 03.0 89.0 09.0 00.9 

83.0 06.0 02.6 89.0 83.0 03.0 01.8 89.0 Z::: ::ii 
83.0 00.0 01.2 89.0 00.0 00.0 
86.0 30.0 02.2 
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Table E-5. - Input data for three-dimensional plots - file DB4A. 

X Y 
13.0 30.0 
13.0 24.0 
13.0 18.0 
13.0 12.0 
13.0 06.0 
13.0 00.0 
19.0 30.0 
19.0 24.0 
19.0 18.0 
19.0 12.0 

‘19.0 06.0 
19.0 00.0 
25.0 30.0 
25.0 24.0 
25.0 18.0 
25.0 12.0 
25.0 06.0 
25.0 00.0 
31.0 30.0 
31.0 24.0 
31.0 18.0 
31 .o 12.0 
31.0 06.0 
31.0 00.0 
37.0 30.0 
37.0 24.0 
37.0 18.0 
37.0 12.0 
37.0 06.0 
37.0 00.0 
40.0 30.0 
40.0 27.0 
40.0 24.0 
40.0 21 .o 
40.0 18.0 
40.0 15.0 
40.0 12.0 
40.0 09.0 
40.0 06.0 
40.0 03.0 
40.0 00.0 
43.0 30.0 
43.0 27.0 
43.0 24.0 
43.0 21 .o 
43.0 18.0 
43.0 15.0 
43.0 12.0 
43.0 09.0 
43.0 06.0 
43.0 03.0 
43.0 00.0 
45.0 30.0 
45.0 27 .O 
45.0 24.0 
45.0 21.0 
45.0 18.0 
45.0 15.0 
45.0 12.0 
45.0 09.0 
45.0 06.0 
45.0 03.0 
45.0 00.0 
47.0 30.0 
47.0 27.0 
47.0 24.0 
47.0 21.0 
47.0 18.0 
47.0 15.0 

2 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
03.1 
03.1 
03.2 
03.4 
03.3 
03.1 
06.2 
06.3 
06.4 
06.3 
06.1 
06.0 
09.1 
09.3 
09.3 
09.3 
09.4 
09.2 
12.3 
12.4 
12.4 
12.3 
12.3 
12.3 
13.5 
13.7 
13.9 
13.9 
13.8 
13.8 
13.7 
13.8 
13.9 
13.9 
14.1 
15.0 
14.4 
13.7 
13.1 
12.8 
12.8 
12.8 
12.8 
13.1 
13.9 
14.8 
14.6 
13.1 
12.7 
12.0 
11.5 
11.2 
11.2 
11.9 
12.3 
13.0 
14.2 
13.4 
12.0 
11.3 
11.1 
10.6 
10.6 

X Y 
47-o 12-o 
47.0 09.0 
47.0 06.0 
47.0 03.0 
47.0 00.0 
50.0 30.0 
50.0 27.0 
50.0 24.0 
50.0 21.0 
50.0 18.0 
50.0 15.0 
50.0 12.0 
50.0 09.0 
50.0 06.0 
50.0 03.0 
50.0 00.0 
53.0 30.0 
53.0 27.0 
53.0 24.0 
53.0 21 .o 
53.0 18.0 
53.0 15.0 
53.0 12.0 
53.0 09.0 
53.0 06.0 
53.0 03.0 
53.0 00.0 
56.0 30.0 
56.0 27.0 
56.0 24.0 
56.0 21.0 
56.0 18.0 
56.0 15.0 
56.0 12.0 

56.0 09.0 
56.0 06.0 
56.0 03.0 
56.0 00.0 
59.0 30.0 
59.0 27.0 
59.0 24.0 
59.0 24.0 
59.0 21 .o 
59.0 18.0 
59.0 15.0 
59.0 12.0 
59.0 09.0 
59.0 06.0 
59.0 03.0 
59.0 00.0 
62.0 30.0 
62.0 27.0 
62.0 24.0 
62.0 21.0 
62.0 18.0 
62.0 15.0 
62.0 12.0 
62.0 09.0 
62.0 06.0 
62.0 03.0 
62.0 00.0 
65.0 30.0 
65.0 27.0 
65.0 24.0 
65.0 21.0 
65.0 18.0 
65.0 15.0 
65.0 12.0 
65.0 09.0 
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I 
10.6 
11.0 
11.4 
12.0 
13.2 
11.5 
10.6 
10.1 

09.7 
09.4 
09.4 
09.3 
09.2 
09.6 
10.4 
11.9 
10.1 

09.1 
08.7 
08.3 
08.1 
08.0 
08.0 
08.0 
08.0 
08.9 
10.4 

09.1 
08.0 
07.2 
07.4 
07.6 
07.8 
07.6 
07.6 
07.6 
08.0 
09.1 
08.0 
07.6 
07.7 
07.7 
07.8 
08.1 
08.1 
08.2 
08.0 
08.0 
07.7 
07.7 
07.6 
07.8 
08.0 
08.0 
08.1 
08.2 
08.4 
08.4 
08.2 
07.8 
07.4 
07.2 
07.0 
07.1 
07.2 
07.4 
07.5 
07.4 
07.1 

x 
65.0 
65.0 
65.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
68.0 
71.0 
71.0 
71.0 
71.0 
71 .o 
71.0 
71.0 
71 .o 
71.0 
71.0 
71.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
74.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
80.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 

Y - 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 

E 
06.7 
06.7 
06.7 
06.4 
06.2 
06.1 
06.1 
06.1 
06.2 
06.2 
06.0 
05.8 
05.5 
05.4 
05.4 
05.3 
05.2 
05.3 
05.4 
05.4 
05.5 
05.5 
05.1 
04.8 
04.9 
04.1 
04.3 
04.3 
04.4 
04.5 
04.6 
04.7 
04.6 
04.4 
03.9 
04.1 
03.7 
03.6 
03.6 
03.8 
03.8 
03.9 
04.1 
04.0 
03.9 
03.4 
03.6 
02.3 
02.6 
03.1 
03. I 
03.3 
03.3 
03.5 
03.4 
03.2 
02.8 
03.0 
01.5 
02.1 
02.7 
02.8 
02.8 
02.9 
02.8 
02.7 
02.6 
02.4 
02.5 



Table E-5. - Input data for three-dimensional plots - file DB4A. - continued 

X Y - - 
86.0 30.0 
86.0 27.0 
86.0 24.0 
86.0 21.0 
86.0 18.0 
86.0 15.0 
86.0 12.0 
86.0 09.0 
86.0 06.0 
86.0 03.0 
86.0 00.0 
89.0 30.0 

L 
00.5 
01.3 
02.6 

02.4 
02.4 
02.1 
02.0 
02.0 
01.7 
01.7 
oo./ 

X Y - - 
89.0 27.0 
89.0 24.0 
89.0 21 .o 
89.0 18.0 
89.0 15.0 
89.0 12.0 
89.0 09.0 
89.0 06.0 
89.0 03.0 
89.0 00.0 
END. ,RL 

1 
00.2 
01.1 
01.3 
01.6 
01.4 
01.5 
01.3 
01.3 
01.1 
00.1 
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Table E-6. - Input data for three-dimensional plots - file DB5A. 

X 
05.9 
00.9 
00.9 
00.9 
00.9 
00.9 
00.9 
00.9 
00.9 
00.9 
00.9 
01 .o 
01 .o 
01.0 
01 .o 
01.0 
01 .o 
01.0 
01.0 
01 .o 
01 .o 
01 .o 
06.0 
06.0 
06.0 
06.0 
06.0 

Zi:: 
06.0 
06.0 
06.0 
06.0 
13.0 
13.0 
13.0 
13.0 
13.0 
13.0 
13.0 
13.0 
13.0 
13.0 
13.0 
19.0 
19.0 
19.0 
19.0 
19.0 
19.0 
19.0 
19.0 
19.0 
19.0 
19.0 
25.0 
25.0 
25.0 
25.0 
25.0 
25.0 
25.0 
25.0 
25.0 
25.0 
25.0 
31.0 
31.0 
31.0 

Y Z X Y Z X Y Z 
30.0 00.0 3 co 21.0 15-5 53.0 G.0 lo.0 
27.0 00.0 31 .o 18.0 15.5 53.0 09.0 09.9 
24.0 00.0 31.0 15.0 15.5 53.0 06.0 09.4 
21.0 00.0 31 .o 12.0 15.5 53.0 03.0 09.5 
18.0 00.0 31.0 09.0 15.5 53.0 00.0 10.4 
15.0 00.0 31.0 06.0 15.5 56.0 30.0 09.0 
12.0 00.0 31.0 03.0 15.5 56.0 27.0 09.2 

09.0 00.0 31.0 00.0 15.5 56.0 24.0 09.6 
08.0 00.0 36.0 30.0 18.3 56.0 21.0 09.5 
03.0 00.0 36.0 27.0 17.4 56.0 18.0 09.9 
00.0 00.0 36.0 24.0 16.9 56.0 15.0 10.3 
30.0 03.0 36.0 21 .o 17.2 56.0 12.0 10.6 
27.0 03.0 36.0 18.0 17.2 56.0 09.0 10.6 
24.0 03.0 36.0 15.0 17.2 56.0 06.0 10.3 
21 .o 03.0 36.0 12.0 16.9 56.0 03.0 10.0 
18.0 03.0 36.0 09.0 16.9 56.0 00.0 09.6 
15.0 03.0 36.0 06.0 17.4 59.0 30.0 08.9 
12.0 03.0 36.0 03.0 17.6 59.0 27.0 09.5 

09.0 03.0 36.0 00.0 18.3 59.0 24.0 09.9 
06.0 03.0 40.0 30.0 17.9 59.0 21.0 10.0 
03.0 03.0 40.0 27.0 16.4 59.0 18.0 09.9 
00.0 03.0 40.0 24.0 15.4 59.0 15.0 09.9 
30.0 03.0 40.0 21.0 14.8 59.0 12.0 10.0 
27.0 03.0 40.0 18.0 14.8 59.0 09.0 10.2 
24.0 03.0 40.0 15.0 14.7 59.0 06.0 10.0 
21 .o 03.0 40.0 12.0 14.8 59.0 03.0 09.7 
18.0 03.0 40.0 09.0 15.1 59.0 00.0 09.6 
15.0 03.0 40.0 05.0 15.2 62.0 30.0 08.4 
12.0 03.0 40.0 03.0 16.0 62.0 27.0 08.8 
09.0 03.0 40.0 00.0 17.4 62.0 24.0 09.1 
06.0 03.0 43.0 30.0 12.8 62.0 21.0 09.3 
03.0 03.0 43.0 27.0 11.7 62.0 18 .O 09.2 
00.0 03.0 43.0 24.0 11.1 62.0 15.0 09.3 
30.0 06.5 43.0 21.0 10.8 62.0 12.0 09.3 
27.0 06.5 43.0 18.0 10.9 62.0 09.0 09.4 
24.0 06.5 43.0 15.0 10.7 62.0 06.0 09.3 
21.0 06.5 43.0 12.0 10.4 62.0 03.0 08.9 
18.0 06.5 43.0 09.0 10.5 62.0 00.0 08.6 
15.0 06.5 43.0 06.0 10.9 65.0 30.0 07.7 
12.0 06.5 43.0 03.0 11.2 65.0 27.0 08.1 
09.0 06.5 43.0 00.0 12.7 65.0 24.0 08.5 
06.0 06.5 47.0 30.0 14.6 65.0 21.0 08.7 
03.0 06.5 47.0 27.0 13.1 65.0 18.0 08.5 
00.0 06.5 47.0 24.0 12.5 65.0 15.0 08.5 
30.0 09.5 47.0 21 .o 12.2 65.0 12.0 08.5 
27.0 09.5 47.0 18.0 12.3 65.0 09.0 08.5 
24.0 09.5 47.0 15.0 12.6 65.0 06.0 08.2 
21.0 09.5 47.0 12.0 13.0 65.0 03.0 07.8 
18.0 09.5 47.0 09.0 12.8 65.0 00.0 07.7 
15.0 09.5 47.0 06.0 13.0 68.0 30.0 06.9 
12.0 09.5 47.0 03.0 13.9 68.0 27.0 07.3 

09.0 09.5 47.0 00.0 14.9 68.0 24.0 07.6 
06.0 09.5 50.0 30.0 11.0 68.0 21.0 07.8 
03.0 09.5 50.0 27.0 10.6 68.0 18.0 07.7 
00.0 09.5 50.0 24.0 10.4 68.0 15.0 07.6 
30.0 12.5 50.0 21 .o 10.5 68.0 12.0 07.5 
27.0 12.5 50.0 18.0 10.4 68.0 09.0 07.3 
24.0 12.5 50.0 15.0 09.6 68.0 06.0 07.3 
21.0 12.5 50.0 12.0 09.8 68.0 03.0 07.0 
48.0 12.5 50.0 09.0 10.0 68.0 00.0 07.0 
15.0 12.5 50.0 06.0 10.6 71.0 30.0 06.0 
12.0 12.5 50.0 03.0 10.9 71.0 27.0 06.5 

09.0 12.5 50.0 00.0 11.3 71.0 24.0 07.0 

06.0 12.5 53.0 30.0 12.2 71.0 21.0 07.2 

03.0 12.5 53.0 27.0 09.1 71.0 18.0 07.1 

00.0 12.5 53.0 24.0 08.5 71 .o 15.0 07.0 

30.0 15.5 53.0 21.0 08.7 71.0 12.0 06.7 
27.0 15.5 53.0 18.0 08.9 71.0 09.0 06.7 

24.0 16.5 53.0 15.0 09.7 71 .o 06.0 06.9 
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Table E-6. - input data for three-dimensional plots - file DB5A. - continued 

X Y - - 
71.0 03.0 
71 .o 00.0 
74.0 30.0 
74.0 27.0 
74.0 24.0 
74.0 21.0 
74.0 18.0 
74.0 15.0 
74.0 12.0 
74.0 09.0 
74.0 06.0 
74.0 03.0 
74.0 00.0 
77.0 30.0 
77.0 27.0 
77.0 24.0 
77.0 21.0 
77.0 18.0 
77.0 15.0 
77.0 12.0 
77.0 09.0 
77.0 06.0 
77.0 03.0 
77.0 00.0 
80.0 30.0 
80.0 27.0 
80.0 24.0 
80.0 21.0 
80.0 18.0 
80.0 15.0 
80.0 12.0 
80.0 09.0 
80.0 06.0 
80.0 03.0 
80.0 00.0 
83.0 30.0 
83.0 27.0 
83.0 24.0 
83.0 21.0 

z 
06.2 
06.0 
05.7 
06.0 
06.4 
06.5 
06.5 
06.4 
06.4 
05.9 
06.2 
05.4 
04.9 
04.6 
05.3 
05.6 
05.7 
05.8 
05.7 
05.4 
05.0 
04.8 
04.6 
04.4 
04.0 
04.6 
04.8 
04.8 
04.8 
04.9 
04.6 
04.3 
04.1 
04.0 
03.5 
03.1 
03.2 
03.7 
03.7 
03.8 

x 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.1 
89.1 
89.1 
89.1 
89.1 
89. I 
89.1 
89.1 
89.1 
89.1 
89. 1 

Y - 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 

1 
04.4 
03.9 
03.9 
03.1 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
02.9 
02.9 
02.9 
02.9 
03.1 
03.1 
03.1 
03.0 
03.0 
03.0 
03.0 
03.0 
02.9 
02.9 
02.9 
02.9 
03.1 
03.1 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
DO.0 
00.0 

83.0 18.0 
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Table E-7. - Input data for three-dimensional plots - file DE35B. 

X Y Z X Y Z X Y 
05.9 30.0 00.0 

Z 
OK 0 21.0 03To 3Ko 12-o 18-5 

00.9 27.0 00.0 06.0 18.0 03.0 38.0 09.0 18.5 
00.9 24.0 00.0 06.0 15.0 03.0 38.0 06.0 18.5 
00.9 21.0 00.0 06.0 12.0 03.0 38.0 03.0 18.5 
00.9 18.0 00.0 06.0 09.0 03.0 38.0 00.0 18.5 
00.9 15.0 00.0 06.0 06.0 03.0 39.0 30.0 18.5 
00.9 12.0 00.0 06.0 03.0 03.0 39.0 27.0 18.5 
00.9 09.0 00.0 06.0 00.0 03.0 39.0 24.0 18.5 
00.9 06.0 00.0 13.0 30.0 06.5 39.0 21 .o 18.5 
00.9 03.0 00.0 13.0 27.0 06.5 39.0 18.0 18.5 
00.9 00.0 00.0 13.0 24.0 06.5 39.0 15.0 18.5 
01.0 30.0 03.0 13.0 21.0 06.5 39.0 12.0 18.5 
01 .o 27.0 03.0 13.0 18.0 06.5 39.0 09.0 18.5 
01 .o 24.0 03.0 13.0 15.0 06.5 39.0 06.0 18.5 
01 .o 21.0 03.0 13.0 12.0 06.5 39.0 03.0 18.5 
01 .o 18.0 03.0 13.0 09.0 06.5 39.0 00.0 18.5 
01.0 15.0 03.0 13.0 06.0 06.5 40.0 30.0 18.5 
01 .o 12.0 03.0 13.0 03.0 06.5 40.0 27.0 18.5 
01 .o 09.0 03.0 13.0 00.0 06.5 40.0 24.0 18.5 
01.0 06.0 03.0 19.0 30.0 09.5 40.0 21.0 18.5 
01.0 03.0 03.0 19.0 27.0 09.5 40.0 18.0 18.5 
01 .o 00.0 03.0 19.0 24.0 09.5 40.0 15.0 18.5 
03.0 30.0 03.0 19.0 21 .o 09.5 40.0 12.0 18.5 
03.0 27.0 03.0 19.0 18.0 09.5 40.0 09.0 18.5 
03.0 24.0 03.0 19.0 15.0 09.5 40.0 06.0 18.5 
03.0 21 .o 03.0 19.0 12.0 09.5 40.0 03.0 18.5 
03.0 18.0 03.0 19.0 09.0 09.5 40.0 00.0 18.5 
03.0 15.0 03.0 19.0 06.0 09.5 40.5 30.0 18.5 
03.0 12.0 03.0 19.0 03.0 09.5 40.5 27.0 18.5 
03.0 09.0 03.0 19.0 00.0 09.5 40.5 24.0 18.5 
03.0 06.0 03.0 25.0 30.0 12.5 40.5 21.0 la.5 
03.0 03.0 03.0 25.0 27.0 12.5 40.5 18.0 18.5 
03.0 00.0 03.0 25.0 24.0 12.5 40.5 15.0 18.5 
04.0 30.0 03.0 25.0 21.0 12.5 40.5 12.0 18.5 
04.0 27.0 03.0 25.0 18.0 12.5 40.5 09.0 18.5 
04.0 24.0 03.0 25.0 15.0 12.5 40.5 06.0 18.5 
04.0 21.0 03.0 25.0 12.0 12.5 40.5 03.0 18.5 
04.0 18.0 03.0 25.0 09.0 12.5 40.5 00.0 18.5 
04.0 15.0 03.0 25.0 06.0 12.5 41.0 30.0 18.5 
04.0 12.0 03.0 25.0 03.0 12.5 41.0 27.0 18.5 
04.0 09.0 03.0 25.0 00.0 12.5 41.0 24.0 18.5 
04.0 06.0 03.0 31 .o 30.0 15.5 41.0 21.0 18.5 
04.0 03.0 03.0 31.0 27.0 15.5 41.0 18.0 18.5 
04.0 00.0 03.0 31.0 24.0 15.5 41.0 15.0 18.5 
05.0 30.0 03.0 31.0 21 .o 15.5 41.0 12.0 18.5 
05.0 27.0 03.0 31 .o 18.0 15.5 41.0 09.0 18.5 
05.0 24.0 03.0 31.0 15.0 15.5 41.0 06.0 18.5 
05.0 21 .o 03.0 31.0 12.0 15.5 41.0 03.0 18.5 
05.0 18.0 03.0 31 .o 09.0 15.5 41.0 00.0 18.5 
05.0 15.0 03.0 31 .o 06.0 15.5 47.0 30.0 15.5 
05.0 12.0 03.0 31.0 03.0 15.5 47.0 27.0 15.5 
05.0 09.0 03.0 31.0 00.0 15.5 47.0 24.0 15.5 
05.0 06.0 03.0 37.0 30.0 18.5 47.0 21.0 15.5 
05.0 03.0 03.0 37.0 27.0 18.5 47.0 18.0 15.5 
05.0 00.0 03.0 37.0 24.0 18.5 47.0 15.0 15.5 
05.5 30.0 03.0 37.0 21.0 18.5 47.0 12.0 15.5 
05.6 27.0 03.0 37.0 18.0 18.5 47.0 09.0 15.5 
05.5 24.0 03.0 37.0 15.0 16.5 47.0 06.0 15.5 
05.5 21.0 03.0 37.0 12.0 18.5 47.0 03.0 15.5 
05.5 18.0 03.0 37.0 09.0 18.5 47.0 00.0 15.5 
05.5 15.0 03.0 37.0 06.0 18.5 53.0 30.0 12.5 
05.5 12.0 03.0 37.0 03.0 18.5 53.0 27.0 12.5 
05.5 09.0 03.0 37.0 00.0 $8.5 53.0 24.0 12.5 
05.5 06.0 03.0 38.0 30.0 18.5 53.0 21.0 12.5 
05.5 03.0 03.0 38.0 27.0 18.5 53.0 18.0 12.5 
05.5 00.0 03.0 38.0 24.0 18.5 53.0 15.0 12.5 
06.0 30.0 03.0 38.0 21.0 18.5 53.0 12.0 12.5 
06.0 27.0 03.0 38.0 18.0 18.5 53.0 09.0 12.5 
06.0 24.0 03.0 38.0 15.0 18.5 53.0 06.0 12.5 
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Table E-7. - Input data for three-dimensional plots - file DB5B. - continued 

X Y 
53.0 OS-. 0 
53.0 00.0 
59.0 30.0 
59.0 27.0 
59.0 24.0 
59.0 21.0 
59.0 18.0 
59.0 15.0 
59.0 12.0 
59.0 09.0 
59.0 06.0 
59.0 03.0 
59.0 00.0 
65.0 30.0 
65.0 27.0 
65.0 24.0 
65.0 21 .o 
65.0 18.0 
65.0 15.0 
65.0 12.0 
65.0 09.0 
65.0 06.0 
65.0 03.0 
65.0 00.0 
71.0 30.0 
71.0 27.0 
71.0 24.0 
71.0 21.0 
71 .o 18.0 
71.0 15.0 
71 .o 12.0 
71 .o 09.0 
71.0 06.0 
71.0 03.0 
71.0 00.0 
77.0 30.0 
77.0 27.0 
77.0 24.0 
77.0 21 .o 
77.0 18.0 

Z 
12.5 
12.5 

09.5 
09.5 
09.5 
09.5 
09.5 
09.5 
09.5 
09.5 
09.5 
09.5 
09.5 
06.5 
06.5 
06.5 
06.5 
06.5 
06.5 
06.5 
06.5 
06.5 
06.5 
06.5 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 
03.0 

X 
77.0 
77.0 
77.0 
77.0 
77.0 
77.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.1 
89.1 
89.1 
89.1 
89.1 
89.1 
89.1 
89.1 
89.1 
89.1 
89.1 

Y Z 
15.0 03.0 
12.0 03.0 

09.0 03.0 
06.0 03.0 
03.0 03.0 
00.0 03.0 
30.0 03.0 
27.0 03.0 
24.0 03.0 
21 .o 03.0 
18.0 03.0 
15.0 03.0 
12.0 03.0 

09.0 03.0 
06.0 03.0 
03.0 03.0 
00.0 03.0 
30.0 03.0 
27.0 03.0 
24.0 03.0 
21.0 03.0 
18.0 03.0 
15.0 03.0 
12.0 03.0 

09.0 03.0 
06.0 03.0 
03.0 03.0 
00.0 03.0 
30.0 00.0 
27.0 00.0 
24.0 00.0 
21.0 00.0 
18.0 00.0 
15.0 00.0 
12.0 00.0 

09.0 00.0 
06.0 00.0 
03.0 00.0 
00.0 00.0 

03.0 
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Table E-8. - Input data for three-dimensional plots - file DBGA. 

X Y 
OT. 0 30.0 
01.0 27.0 
01 .o 24.0 
01.0 21.0 
01 .o 18.0 
01.0 15.0 
01.0 12.0 
01 .o 09.0 
01 .o 06.0 
01 .o 03.0 
01 .o 00.0 
01 .o 30.0 
01 .o 27.0 
01 .o 24.0 
01 .o 21 .o 
01 .o 18.0 
01 .o 15.0 
01 .o 12.0 
01 .o 09.0 
01 .o 06.0 
01.0 03.0 
01 .o 00.0 
04.0 30.0 
04.0 27.0 
04.0 24.0 
04.0 21.0 
04.0 18.0 
04.0 15.0 
04.0 12.0 
04.0 09.0 
04.0 06.0 
04.0 03.0 
04.0 00.0 
07.0 30.0 
07.0 27.0 
07.0 24.0 
07.0 21.0 
07.0 18.0 
07.0 15.0 
07.0 12.0 
07.0 09.0 
07.0 06.0 
07.0 03.0 
07.0 00.0 
10.0 30.0 
10.0 27.0 
10.0 24.0 
10.0 21.0 
10.0 18.0 
10.0 15.0 
10.0 12.0 
10.0 09.0 
10.0 06.0 
10.0 03.0 
10.0 00.0 
13.0 30.0 
13.0 27.0 
13.0 24.0 
13.0 21.0 
13.0 18.0 
13.0 15.0 
13.0 12.0 
13.0 09.0 
13.0 06.0 
13.0 03.0 
13.0 00.0 
16.0 30.0 
16.0 27.0 
16.0 24.0 

L 
Ii%: 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
00.0 
03.5 
04.0 
04.2 
04.4 
04.4 
04.7 
04.7 
04.4 
04.7 
03.1 
02.4 
04.6 
04.8 
04.6 
04.9 
05.0 
05.2 
05.5 
05.5 
05.0 
04.3 
03.8 
05.5 
05.7 
05.8 
05.7 
05.8 
06.0 
05.9 
05.9 
05.8 
05.4 
05.2 
06.4 
06.5 
07.0 
07.2 
07.2 
07.4 
07.3 
07.4 
07.2 
06.7 
06.7 
07.7 
08.1 
08.6 
08.5 
08.5 
08.6 
08.6 
08.5 
08.4 
07.8 
07.6 
08.8 
09.1 
09.4 

X Y Z X Y 
1670 

Z 
21.0 OS.4 34.0 12.0 14.6 

16.0 18.0 09.4 34.0 09.0 14.6 
16.0 15.0 09.4 34.0 06.0 15.0 
16.0 12.0 09.2 34.0 03.0 15.6 
16.0 09.0 09.4 34.0 00.0 15.6 
16.0 06.0 09.1 37.0 30.0 15.6 
16.0 03.0 08.7 37.0 27.0 14.8 
16.0 00.0 08.7 37.0 24.0 13.8 
19.0 30.0 09.4 37.0 21 .o 14.2 
19.0 27.0 09.6 37.0 18.0 14.3 
19.0 24.0 09.8 37.0 15.0 13.9 
19.0 21 .o 09.6 37.0 12.0 14.3 
19.0 18.0 09.8 37.0 09.0 15.4 
19.0 15.0 09.8 37.0 06.0 15.6 
19.0 12.0 09 . ,8 37.0 03.0 15.9 
19.0 09.0 09.6 37.0 00.0 16.1 
19.0 06.0 09.7 40.0 30.0 14.4 
19.0 03.0 09.8 40.0 27.0 13.6 
19.0 00.0 09.8 40.0 24.0 13.2 
22.0 30.0 10.6 40.0 21.0 13.3 
22.0 27.0 10.4 40.0 18.0 12.8 
22.0 24.0 10.3 40.0 15.0 13.1 
22.0 21.0 10.1 40.0 12.0 13.7 
22.0 18.0 10.2 40.0 09.0 14.0 
22.0 15.0 10.0 40.0 06.0 14.1 
22.0 12.0 10.1 40.0 03.0 14.0 
22.0 09.0 10.2 40.0 00.0 14.5 
22.0 06.0 10.4 43.0 30.0 13.7 
22.0 03.0 11.1 43.0 27.0 13.9 
22.0 00.0 11.2 43.0 24.0 13.7 
25.0 30.0 12.0 43.0 21 .o 13.4 
25.0 27.0 11.3 43.0 18.0 12.6 
25.0 24.0 11.1 43.0 15.0 12.5 
25.0 21.0 11.0 43.0 12.0 12.4 
25.0 18.0 10.8 43.0 09.0 10.4 
25.0 15.0 10.9 43.0 06.0 12.6 
25.0 12.0 10.8 43.0 03.0 13.0 
25.0 09.0 10.9 43.0 00.0 13.5 
25.0 06.0 11.2 46.0 30.0 13.3 
25.0 03.0 12.0 46.0 27.0 13.1 
25.0 00.0 12.4 46.0 24.0 12.9 
28.0 30.0 13.1 46.0 21.0 12.4 
28.0 27.0 12.5 46.0 18.0 12.0 
28.0 24.0 12.2 46.0 15.0 12.2 
28.0 21 .o 12.2 46.0 12.0 12.4 
28.0 18.0 12.2 46.0 09.0 12.1 
28.0 15.0 12.2 46.0 06.0 11.7 
28.0 12.0 12.5 46.0 03.0 12.7 
28.0 09.0 12.2 46.0 00.0 12.9 
28.0 06.0 12.3 48.0 30.0 12.8 
28.0 03.0 13.1 48.0 27.0 12.6 

28.0 00.0 13.4 48.0 24.0 12.0 
31 .o 30.0 14.3 48.0 21.0 12.1 

31.0 27.0 13.7 48.0 18.0 12.1 

31.0 24.0 13.4 48.0 15.0 12.3 

31 .o 21.0 13.3 48.0 12.0 12.4 

31 .o 18.0 13.5 48.0 09.0 12.0 

31.0 15.0 13.4 48.0 06.0 11.5 

31.0 12.0 13.4 48.0 03.0 12.3 

31 .o 09.0 13.1 48.0 00.0 12.1 

31.0 06.0 13.3 50.0 30.0 11.7 

31.0 03.0 13.9 50.0 27.0 11.6 

31 .o 00.0 14.4 50.0 24.0 12.2 

34.0 30.0 15.5 50.0 21.0 11.8 

34.0 27.0 15.0 50.0 18.0 11.5 

34.0 24.0 14.6 50.0 15.0 11.7 

34.0 21 .o 15.0 50.0 12.0 11.7 

34.0 18.0 14.8 50.0 09.0 10.9 

34.0 15.0 14.6 50.0 06.0 11.1 
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Table E-8. - Input data for three-dimensional plots - file DBGA. - continued 

X Y - - 
50.0 03.0 
50.0 00.0 
53.0 30.0 
53.0 27.0 
53.0 24.0 
53.0 21.0 
53.0 18.0 
53.0 15.0 
53.0 12.0 
53.0 09.0 
53.0 06.0 
53.0 03.0 
53.0 00.0 
56.0 30.0 
56.0 27.0 
56.0 24.0 
56.0 21.0 
56.0 18.0 
56.0 15.0 
56.0 12.0 
56.0 09.0 
56.0 06.0 
56.0 03.0 
56.0 00.0 
59.0 30.0 
59.0 27.0 
59.0 24.0 
59.0 21.0 
59.0 18.0 
59.0 15.0 
59.0 12.0 
59.0 09.0 
59.0 06.0 
59.0 03.0 
59.0 00.0 
62.0 30.0 
62.0 27.0 
62.0 24.0 
62.0 21 .o 
62.0 18.0 
62.0 15.0 
62.0 12.0 
62.0 09.0 
62.0 06.0 
62.0 03.0 
62.0 00.0 
65.0 30.0 
65.0 27.0 
65.0 24.0 
65.0 21.0 
65.0 18.0 
65.0 15.0 

1 x 
11.4 65.0 
11.1 65.0 
11.2 65.0 
11.1 65.0 
11.1 65.0 
10.9 68.0 
10.5 68.0 
10.6 68.0 
10.3 68.0 

09.8 68.0 
10.0 68.0 
10. I 68.0 
10.2 68.0 
10.2 68.0 
10.2 68.0 
10.0 68.0 
10.2 71.0 
10.0 71.0 
10.2 71.0 

09.6 71.0 
08.6 71 .o 
08.3 71.0 
08.6 71 .o 
08.8 71 .o 
09.0 71.0 
09.2 71.0 
09.2 71.0 
09.3 74.0 
09.2 74.0 
09.1 74.0 
09.1 74.0 
09.3 74.0 
09.4 74.0 
09.1 74.0 
08.4 74.0 
07.9 74.0 
08.1 74.0 
08.5 74.0 
08.7 77.0 
08.9 77.0 
08.7 77.0 
08.9 77.0 
09.2 77.0 
09.3 77.0 
08.9 77.0 
08.3 77.0 
07.6 77.0 
07.8 77.0 
08. I 77.0 
08.3 80.0 
08.5 80.0 
08.4 80.0 

Y - 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 

L. 
08.5 
08.8 
08.7 
08.2 
07.7 
07.0 
07.0 
07.5 
07.6 
07.8 
07.7 
07.9 
08.0 
08.0 
07.5 
07.2 
06.3 
06.5 
06.6 
06.7 
06.7 
06.8 
06.9 
07.0 
07.2 
06.9 
06.7 
05.7 
05.8 
06.1 
06.1 
06.2 
06.2 
06.1 
06.3 
06.3 
06.3 
05.9 
04.9 
05.3 
05.4 
05.4 
05.4 
05.6 
05.7 
05.8 
05.4 
05.2 
05.3 
04.3 
04.5 
04.9 

x 
80.0 
80.0 
80.6 
80.0 
80.0 
80.0 
80.0 
80.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
83.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
86.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 
89.0 

Y - 
21 .o 
18.0 
15.0 
12.0 

09.0 
08.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21 .o 
18.0 
15.0 
12.0 
09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 
00.0 
30.0 
27.0 
24.0 
21.0 
18.0 
15.0 
12.0 

09.0 
06.0 
03.0 

89.0 00.0 

L 
04.6 
04.5 
04.9 
04.9 
04.7 
04.8 
04.4 
04.3 
03.1 
03.6 
03.9 
03.9 
04.2 
03.9 
04.1 
04.0 
04.1 
04.1 
03.3 
03.2 
03.1 
02.8 
02.8 
02.6 
02.6 
02.6 
02.6 
02.6 
02.8 
02.7 
03.2 
03.1 
02.8 
02.8 
02.6 
02.6 
02.6 
02.6 
02.6 
02.8 
02.7 
00.0 
00.0 
00.0 
00.0 

EL: 
00.0 
00.0 
00.0 
00.0 
00.0 
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APPENDIX F 
DATA ACQUISITION - SUMMARY OF PLOTS 





DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 1 
RCCELERATION MERSURED HORIi!ONTAL -- RCCELEROMETER NO. 7 
ACCELEROMETER LOCATION: ELEVATION 10” OFFSET FROM CENTERLINE 10” RT 
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DYNRMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 
RCCELERfiTION MEASURED HORIZONTAL -- ACCELEROMETER NO. 8 1 

ACCELEROMETER LOCATION: ELEVATION 14 u NO OFF’SET F-ROM CENTERLINE 
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DYNRM:C TESTING OF HOMOGENEOUS EMBANKMENT M03EL.S - MODEL NO. 1 
ACCELERRTION MEASURE!l HORIZONTAL -- ACCELEROMETER NO. 74 
RCCELEROMETER LOCRTION: RCTURTOR 

1.2 
r 

.- 

I.11 

l.BF- 
t 

.9k 

-.S’; 
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-.7 

F 
-” i- 
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-1.e 1 
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DYNHMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODEL-S -- MODEL NO. 1 
ACCELERATION MEAS!JREll HORIZONTAL -- ACCELEROME-PER NO. 72 
RCCE! FRoKE:ER LOCPT I OFi : i3GX FRPVE 
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mww~c TESTIbiG OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. ! 
DISPL.f?CEMENT iV’ERSURED HORIZOFITA’L 
L’iDT LOCATED IN ACTUATOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 2 
ACCELERATION MEASURED HORIZONTAL -- RCCELEROMETER NO. 8 
ACCELEROMETER LOCRTION: ELEVATION 14.5” OFFSET FROM CENTERLINE 1.5” LT 

1.2 

l.l- 

1.0- 

.9 - 

.9 - 

.7 - 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 2 
ACCELERATION MEASURED HORIZONTFlL -- ACCELEROMETER NO. 18 
ACCELEROMETER LOCRTION: ELEVATION 18.8” OFFSET FROM CENTERLINE 1.5” RT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 2 
ACCELERATION MEASURED HORIZONTFIL -- ACCELEROMETER NO. 13 
ACCELEROMETER LOCATION: ELEVATION 5.8” OFFSET FROM CENTERLINE 2.8” RT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 2 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 74 
ACCELEROMETER LOCATION: ACTUATOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS -- MODEL NO. 
ACCELERFiTION MEASURED HORIZONTAL -- ACCELEROMETER NO. 72 
ACCELEROMETER LOCATION : BOX FRAME 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 2 
DISPLACEMENT MEASURED HORIZONTAL 
LVDT LOCATED IN ACTURTOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 3 
ACCELERFITION MEASURED HORIZONTAL -- ACCELEROMETER NO. 18 
ACCELEROMETER LOCATION: ELEVATION 14.0” NO OFFSET FROM CENTERLINE 

1.27---- -~ 



DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 3 
ACCELERRTION MEASURED HORIZONTAL -- ACCELEROMETER NO. 74 
ACCELEROMETER LOCflTION: ACTUATOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 3 
ACCELERATION MERSURED HORIZONTRL -- RCCELEROMETER NO. 72 
ACCELEROMETER LOCATION: BOX FRAME 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 3 
DISPLACEMENT MEASLJRED HORIZONTAL 
LVDT LOCATED IN ACTUATOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 3 
INPUT RRMP WflVEFORM 
MERSURED AT RAMP GENERRTOR OUTPUT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 4 
RCCELERRTION MEASURED HORIZONTAL -- RCCELEROMETER NO. 1’J 
ACCELEROMETER LOCATION: ELEVATION 13.0” OFFSET FROM CENTERLINE 5.0” LT 



DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 4 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 8 
ACCELEROMETER LOCRTION: ELEVATION 6.0” OFFSET FROM CENTERLINE 14.0” LT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 4 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 13 
ACCELEROMETER LOCATION: ELEVATION 7.8” OFFSET FROM CENTERLINE 18.8” LT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 4 
ACCELERflTION MEflSURED HORIZONTAL -- ACCELEROMETER NO. 9 
RCCELEROMETER LOCRTION: ELEVATION 11.4” OFFSET FROM CENTERLINE 7.5” RT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 4 
flCCELERATION MERSURED HORIZONTAL -- ACCELEROMETER NO. 74 
ACCELEROMETER LOCATION: RCTURTOR 
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DYNRMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 4 
RCCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 72 
ACCELEROMETER LOCRTION: BOX FRRME 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO, 5 
ACCELERATION MEASURED HORIZONTRL -- ACCELEROMETER NO. 18 
ACCELEROMETER LOCATION: ELEVATION 17.0” OFFSET FROM CENTERLINE 3.5” RT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 5 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 8 
ACCELEROMETER LOCATION: ELEVATION 7.8” OFFSET FROM CENTERLINE 18.0” LT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 5 
ACCELERATION MEASURED HORIZONTRL -- ACCELEROMETER NO. 13 
ACCELEROMETER LOCATION: ELEVATION 14.0” OFFSET FROM CENTERLINE 10.0” RT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 5 
ACCELERATION MEASURED HORIZONTAL -- RCCELEROMETER NO. 9 
ACCELEROMETER LOCRTION: ELEVATION 12.8” OFFSET FROM CENTERLINE 4.8” RT 
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DYNRMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 5 
ACCELERATION MEflSURED HORIZONTAL -- RCCELEROMETER NO. 74 
ACCELEROMETER LOCATION: ACTUATOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 5 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 72 
ACCELEROMETER LOCATION: BOX FRAME 
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DYNAMIC TESTING OF’ HOMOGENEOUS EMBANKMENT MODELS - MODEL Nb. 5 
DISPLRCEMENT MEASURED HORIZONTAL 
LVDT LOCRTED IN ACTUATOR 
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DYNf3MIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. S 
RCCELERATION MEASURED HORIZONTAL -- ACCELEKOMETER NO. 8 
ACCELEROMETER LOCflTION: ELEVATION !2. ! ” OFF-SET FROM CENTERLINE 3” LT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MO!JEL NO. 6 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 1 
ACCELEROMETER LOCATION: ELEVATION 9.6 ” OFFSET FROM CENTERLINE 5” RT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 6 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 9 
ACCELEROMETER LOCATION: ELEVATION 8.7” OFFSET FROM CENTERLINE 11.5” LT 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 6 
ACCELERATION MEASURED HORIZONTAL -- ACCELEROMETER NO. 74 
FICCELEROMETER LOCATION: ACTUATOR 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 6 
ACCELERATION MERSURED HORIZONTAL -- ACCELEROMETER NO. 72 
ACCELEROMETER LOCATION: BOX FRAME 
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DYNRMIC TESTING OF HOMOGENEOUS EMBRNKMENT MODELS - MODEL NO. 6 
ACCELERATION MEASURED VERTICAL -- ACCELEROMETER NO. 77 
ACCELEROMETER LOCATION: BOX FRAME 
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DYNAMIC TESTING OF HOMOGENEOUS EMBANKMENT MODELS - MODEL NO. 6 
DISPLACEMENT MEASURED HORIZONTAL 
LVDT LOCRTED IN RCTUATOR 
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Mission of the Bureau of Rec&mation 

The Bureau of Reclamation of the U.S. Department of the Interior is 
reJponsibie for the development and conservation of the Nation’s 
water resources in the Western United States 

The Bunxu~‘s original purpose “#to prorrde for the reclamation of arid 
and semiarid lands in the West” today covers a wide ram of intern? 
fated functions These include providing municipaland industrial water 
supplies; hydroelectric power generation; irrigation water for agricul- 
ture; water quality improvement; flood control; river navigation; river 
re@ation and control; fish and wildlife enhancement; outdoor nxrea- 
tion; and research on water-related design, construction, materials, 
atmogoheric management, and wind and solar power. 

Bureau programs most frequendy are the result of close cooperation 
with the U.S. Congress, other Federal agencies, States, local govem- 
men& academic institutions, water-user organizations, and other 
concerned groups 

A free pamphlet is available from the Bureau entitled “Publications 
for Sale.” It describes some of the technical publications currently s available, therr cost, and how to order them. The pamphlet can be 
obtained upon request from the Bureau of Reclamation, Attn D-822A, 
P 0 Box 25007, Denver Federal Center, Denver CO 80225-0007. 


